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Abstract: In the research area of the computational linguistic, there are the vast varieties of text data available and there is need to sort out it. Part-of-speech tagging is one of the most important part of the natural language processing which help us to identify the proper tag for the given text or sentences. This paper presents the basic techniques using four different part-of-speech tagger (POS tagger). With these tools we have found the differences among the tagged word in different way. From the four tools we have seen the different result for the same word.
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I. Introduction

1.1 Question Answering System:

In the vast variety of text data available in the question answering system and there are various problems faced by the researcher and “question understanding” is one of the problem of the QA system. With the help of part-of-speech tagger we found the proper tag of the word and understand it properly either it is noun, verb, and adjective and so on. This paper presents the different part of speech tagging of the question sentences. This paper presents the four different tools for the part-of-speech tagging. And try to understand the tagging of the same word in four different ways.

Question answering (QA) is a computer science discipline within the fields of information retrieval and natural language processing (NLP), which is concerned with building systems that automatically answer questions posed by humans in a natural language. There are three component of QA system that are Question processing, Document and passage selection and Answer extraction.

1.2 Application of QA:

There is several application of the question answering system. We have use question answering in various field. Information retrieval [1], Online Examination System [2], Online Business strategy [3], Language processing by computers [4], Machine translation [5], Human and machine interaction [6], Speech synthesis[7], Natural language processing [6], Language learning [6], Intelligent word processing [8], Document management [9], Text categorization/ summarization [10] etc.

2. Pos Tagging:

The process of assigning one of the parts of speech to the given word is called Parts Of Speech tagging. It is commonly referred to as POS tagging. Parts of speech include nouns, verbs, adverbs, adjectives, pronouns, conjunction and their sub-categories. Parts Of Speech tagger or POS tagger is a program that does this job. Taggers use several kinds of information: dictionaries, lexicons, rules, and so on. Dictionaries have category or categories of a particular word. That is a word may belong to more than one category. For example, run is both noun and verb. Taggers use probabilistic information to solve this ambiguity. [11]

Tagset is the set of tags from which the tagger is supposed to choose to attach to the relevant word. Every tagger will be given a standard tagset. The tagset may be coarse such as NN (Noun), VB (Verb), JJ (Adjective), RB (Adverb), IN (Preposition), and CC (Conjunction) and so on.

2.1 Architecture Of Pos Tagger

2.1.1 Tokenization: The given text is divided into tokens so that they can be used for further analysis. The tokens May Be Words, Punctuation Marks, And Utterance Boundaries.

2.1.2 Ambiguity Look-Up: This is to use lexicon and a guessor for unknown words. While lexicon provides list of word forms and their likely parts of speech, guessors analyze unknown tokens.

2.1.3 Ambiguity Resolution: This is also called disambiguation. Disambiguation is based on information about word such as the probability of the word. For example, power is more likely used as noun than as verb.
3. Tools Use For The Pos Tagging:

In this paper we have use four tools for the pos tagging. Those are NLTK, FREELING, NLP and POS tagger. In these four tools we found some differences on the basis of the ranking of the question sentence. Here also we have found the differences within the question sentence. In table 1 shows the difference between four tools and same word tagged as different way.

3.1 Natural Language Toolkit

The Natural Language Toolkit, or more commonly NLTK, is a suite of libraries and programs for symbolic and statistical natural language processing (NLP) for English written in the Python programming language. It is created by the Department of Computer Science and Information Science at the University of Pennsylvania.

NLTK is intended to support research and teaching in NLP or closely related areas, including empirical linguistics, cognitive science, artificial intelligence, information retrieval, and machine learning. NLTK supports classification, tokenization, and stemming, tagging, parsing, and semantic reasoning functionalities. The Natural Language Toolkit (NLTK) is a platform used for building Python programs that work with human language data for applying in statistical natural language processing (NLP). It contains text processing libraries for tokenization, parsing, classification, stemming, tagging and semantic reasoning. It also includes graphical demonstrations and sample data sets as well as accompanied by a cook book and a book which explains the principles behind the underlying language processing tasks that NLTK supports. [12]

3.2 FreeLing:

FreeLing is a C++ library providing language analysis functionalities (morphological analysis, named entity detection, PoS-tagging, parsing, Word Sense Disambiguation, Semantic Role Labeling, etc.) for a variety of languages (English, Spanish, Portuguese, Italian, French, German, Russian, Catalan, Galician, Croatian, Slovene, among others). FreeLing is designed to be used as an external library from any application requiring this kind of services. Nevertheless, a simple main program is also provided as a basic interface to the library, which enables the user to analyze text files from the command line. [13]

3.3 Cognitive Pos Tagger:

This requires programs that can, at some level, understand natural language text – categorizing documents by topic or function, retrieving entities and concepts – rather than looking for specific strings in text. Some of the demos below directly address such Information Extraction tasks (e.g. Named Entity Recognition, Data less Classification), while others exhibit fundamental natural language technologies that can support higher-level applications (e.g. Part-of-Speech Tagging, Shallow Parsing, Semantic Role Labeling). [14]

3.4 NLP Tagger:

The NLP tagger provides following services to linguistic users:

The tokenization service splits any piece of text into a list of tokens. Based on your option, a token can be a word, a punctuation mark, a symbol, or a number. The part-of-speech tagging service goes one step further by providing the most appropriate part-of-speech to each of the token. Be aware that part-of-speech in this sense is much broader than the categories we learned in traditional grammar books. For the complete part-of-speech, i.e. the tags used by this tagger. The morphological analysis service analyzes the morphological processes a word has undergone to get its current form from its base form. [15]

<table>
<thead>
<tr>
<th>Table 1. Difference between four tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentence</td>
</tr>
<tr>
<td>Which college is nearest from your home?</td>
</tr>
</tbody>
</table>

In the sentence, “Which college is nearest from your home?”
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In which we can see the difference between the tagged word that are in NLTK “nearest” tagged as **BN**, in Freeeling same word tagged as **IN**, NLP tagger same tagged as the **RBS** and in POS tagger it tagged as **JJS**

The bold words show the difference of the tagged word from these four tools.

![Table showing differences in POS tagging](image)

**Fig 1.** Difference of the pos tagging for the same words in four different tools
The above figure shows the four different tools for the POS tagging. With the help of this we have observe the differences of the same words have different tag. As compare to NLTK tool the other three tools are tagged the same word different way. Bold and underlined word shows tagged words from the NLTK tool. But from the whole four POS tagger there is the NLTK gives the better result. In the table the number of part-of-speech tag counted and it compared with other three tools and observes the different tagging of the same word. For example, from the 28 sentences of the “HOW” type of questions tagged in NLTK tool and the noun (NN) is occurred eight times in those sentences. This NOUN tag is different into the other three tools such as in Freeeling on the place of NOUN, the (VB) that is verb occurred as 3 times and adjective (JJ) occurred as 5 times. Likewise in the NLP tagger on the place of NOUN, VB occurred as 2 times, JJ as 5 times and only one time the NN tag is placed. In the Cognitive POS tagger on the place of NOUN the tagged word same like the NLP.

IV. Methodology

4.1 Tokenization:

In this type of method we first select sentence from the data set and tokenize it into the words. In simple way “tokenization is the techniques which is help to decompose the sentences into the word.”

4.2 Pos Tag:

The process of assigning one of the parts of speech to the given word is called Parts Of Speech tagging. It is commonly referred to as POS tagging. Parts of speech include nouns, verbs, adverbs, adjectives, pronouns, conjunction and their sub-categories. With the four types of tools have use to identify the correct tagging of the word. Those are the NLTK, Freeeling, NLP and the Cognitive POS tagger.

V. Conclusion

Question answering (QA) is a computer science discipline within the fields of information retrieval and natural language processing (NLP). There are three component of the question answering system that are, question processing, document or passage selection and answer extraction. QA system has many applications like HCI, NLP, text categorization and summarization etc. For the every field of QA the POS tagger is most important to know what the tag of the word is. In our work we have work on the four different tools for the POS tagging, NLTK, FREEILING, NLP tagger and Cognitive POS tagger. There we found few differences in same words. From the 350 wh-type question sentences, total 154 sentences are tagged in different way with the four different tools. Under which the part of speech like NN, VB, JJ, and RB etc. are tagged different way for the same word.
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