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Abstract: Accurate estimation of ridge orientation is a crucial step in fingerprint image enhancement because the performance of a minutiae extraction algorithm and matching heavily relies on the quality of the input fingerprint images, which in turn relies on proper estimation of ridge orientation. When ridge structure is not clear in a noisy fingerprint image, ridge orientation estimation becomes tough and it is considered as one of the most challenging tasks in fingerprint image enhancement process.

A new methodology based on neural network approach and Ternarization for ridge orientation estimation is proposed in this paper. In the present work a trained Back Propagation Neural Network (BPNN) is used for accurate ridge orientation. The advantage with the Ternarization process is that it eradicates the false ridge orientation for which the neural network wrongly responds with the larger value and at the same time, it keeps the correct ridge orientation blocks intact without making them blur. This helps in qualitative extraction of minutiae points from the fingerprint image. The experimental results have shown that the proposed method for estimating ridge orientation works far better than the traditional gradient based approach.
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I. Introduction

Ridge orientation estimation is a necessary and fundamental step in fingerprint image enhancement and recognition. Ridge orientation is the basic feature of a fingerprint image, and ridge orientation estimation can be considered almost as a prelude to fingerprint image enhancement and matching process.

Accurate estimation of ridge orientation is a crucial step in fingerprint image enhancement because the performance of a minutiae extraction algorithm and matching heavily relies on the quality of the input fingerprint images, which in turn relies on proper estimation of ridge orientation.

Generally in a gray-level fingerprint image, ridges and furrows in a local neighborhood form a sinusoidal-shaped plane wave which has a well defined frequency and orientation. Many techniques were proposed by taking advantage of this information to enhance gray scale fingerprint images [1], [2], [3], [4], [5]. However all these techniques work on the assumption that the ‘local ridge orientations can be reliably estimated’. But in practice, this assumption is not valid for fingerprint images, which are of poor quality, which restricts the applicability of these techniques.

Since the Ridge structure is not clear in a noisy fingerprint image, ridge orientation estimation becomes tough and it is considered as one of the most challenging tasks in fingerprint image enhancement process.

In order to attend this problem, a new methodology based on neural network approach and Ternarization for ridge orientation estimation is proposed. In the present work a trained back propagation neural network is used for accurate ridge orientation. Though the proposed concept was published in [19], complete clarity was not given on Ternarization and feature vector. The major difference of the present paper with the earlier one is that here, only 12 orientations are taken in the present work and experimental results section demonstrates the superior performance of the proposed method over the other existing techniques. Many fingerprint image enhancement techniques were proposed and implemented [20] [21] [22] but it is observed that accurate estimation of fingerprint ridge orientation plays crucial role in fingerprint image enhancement and hence lot of effort is spent on studying and experimenting various ridge orientation estimation techniques.

In the proposed methodology, the image is first divided into blocks then for each image block, a feature vector $\langle F_1, F_2, \ldots, F_{12} \rangle$ is computed to be fed into the network which will respond to the vector with a value as an output. The elements in the feature vector are derived through the important parameters and properties of the fingerprint image.

The trained neural network generally responds with large value to correct ridge orientation of ridge block (of high quality or manually recoverable) and responds with a small value to those blocks which contain no ridges or contain manually unrecoverable ridges or falsely estimated orientations.
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The responded value by the trained neural network to a specific block is depended on the orientation, because the items from F_3 to F_{11}, of the input vector <F_1, F_2, ......F_{11}> have a close relationship with the estimated ridge orientation.

In the present work, 12 different orientations are considered. So for each block, the input vector is calculated for each orientation and generates 12 input vectors (each for 12 orientations). Those 12 vectors are fed to the network and obtain 12 responded values, respectively. Whichever orientation vector gets the highest value, that orientation is considered as the true orientation.

The similar methodology of estimating ridge orientation is presented in [6], where 16 different orientations are taken. The major drawback in that method is the usage of 2D low-pass filter in the image domain. Sometimes it is possible that the neural network may return large responded value for the low quality ridge blocks on some false orientations. To reduce this effect, in [6] a 2-dimensional low-pass filter is used, which makes the image more blurred. It affects correct orientation blocks also because the low-pass filter is applied on the image domain.

In the proposed methodology, a new concept, known as Ternarization is used to reduce this effect of false orientations of low quality ridge blocks with high responded value. Ternarization is the process dividing the image block into three blocks. They are called white blocks, black blocks and gray blocks. White blocks consist the ridge blocks with true ridge orientation with high responded values (point of interest). Black block consists ridge blocks with false orientations with low responded values (out of interest). Gray block consists the blocks with uncertainty (probably the false orientation ridge blocks with high responded value). Without affecting the true orientation fields the false orientation fields will be removed through the process of Ternarization. During the process the gray block becomes empty by throwing its elements either to white block or black block.

The advantage with the Ternarization process is that it eradicates the false ridge orientation for which the neural network wrongly responds with the larger value and at the same time, it keeps the correct ridge orientation blocks intact without making them blur. This helps in qualitative extraction of minutiae points from the fingerprint image.

II. Existing approaches for estimation of ridge orientation.

There are already some methods for fingerprint ridge orientation estimation in literatures. Most of them are based on relationship of pixel intensity between pixels [7]. Among them, the most popularly used method for ridge orientation estimation is the gradient-based method or it’s variant. The gradient-based method is easy to be interfered by noise. In order to correct the false orientation caused by noise, [8] uses low pass filtering to smooth the orientation field. Sherlock [9] generates the orientation field based on the location of singularities, including core and delta. This method fails to distinguish two fingerprints which have the same locations and numbers of singularities but the different orientation field pattern. This method is improved by Vizcaya [10] and Araque [11]. However, low quality image block may contain edges which is not that of the ridges but of the noise caused by ridge interrupts, damp, dirt, etc. In order to correctly estimate ridge orientation in noisy ridge areas, a machine learning based method using neural network and Ternarization process is proposed.

III. Proposed Methodology

In an ideal fingerprint image, ridge and furrows alternate and flow in a locally constant direction. In such ideal cases ridges can be easily detected and minutiae can be precisely located. In this context the gradient based approaches works well for the purpose of ridge orientation estimation. But with poor quality fingerprint images and latent fingerprint images, these techniques fail to estimate ridge orientation properly. So a new methodology based on neural network approach and Ternarization is proposed for effective estimation ridge orientation.

The proposed methodology is based on the technique proposed by Zhu E., Yin J.P., et.al. [6]. In the present work 12 different orientations are used to give as input to the neural network. The training methodology is described in [12]. The major modification that is done to the technique mentioned in [6] is that in the present work the application of 2D low-pass filter is avoided. Instead of applying low-pass filter again on the image domain, which makes the fingerprint ridge block more blurred, a new concept, called ‘Ternarization’ is used.

To estimate the fingerprint image quality a trained back propagation neural network is used, which contains 11 input nodes, and 1 output node as shown in Fig.1. When the 11 inputs are given for each orientation, the trained neural network returns a value. It responds with large value to correct ridge orientation of ridge block (of high quality or manually recoverable) and responds with a small value to those blocks which contain no ridges or contain manually unrecoverable ridges or falsely estimated orientations. The training method is demonstrated in [12].
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The trained network would generally respond with large values to the vectors corresponding to the orientation close to the true ridge orientation, and respond with small values to other vectors. These responded values are used to estimate the ridge orientation.

Let I be a gray-level fingerprint image of size m x n, where I(x, y) (0<= x <m, 0<= y<n) is the intensity of the pixel at xth row and yth column. Suppose that the image ‘I’ is divided into non-overlapped blocks of size w x w (in the present work the size of the block is 15 x 15) and let W(i, j) denote the block at the ith row and the jth column. The center coordination of W(i, j) is (i x w + w/2, j x w + w/2). $O_{r(i,j)}^k \in [0, \Pi]$ is defined as the orientation of W(i, j).

And the ridge orientation is quantified into 12 orientations: the kth orientation is $k \cdot \pi /12$ (0 ≤ k <12). For each block W(i, j), 12 vectors, denoted as $<F_1, F_2,…..F_{12}>^k$ (0 ≤ k <12), can be computed, where $<F_1, F_2,…..F_{12}>^k$ corresponds to the orientation $k \cdot \pi /12$.

The process of estimating the orientation field is as follows:
1. Estimate the responded value fields of the image I by the network on each orientation;
2. Filtering the responded value fields in the orientation domain by low-pass filtering;
3. Apply Ternarization to eradicate false bright blocks
4. Orientation selection.

3.1 Estimate Responded Value Field
The estimation of the responded value fields of the image I by the network on each orientation is done through process, which described in the below section.

3.2 Divide Fingerprint Image into Blocks
A Finger Print image is divided into number of blocks as shown in Fig.2. Each image block, which is also called ridge block in this paper, highlights a local region that is used to isolate the local ridge and valley pattern within the image.

---

**Fig. 1 Inputs passed to Neural Network**

**Fig. 2 Fingerprint Image into Blocks**
3.3 Generate a Feature Vector for Each Block

Once the fingerprint image is divided into blocks then for each block 11 features, which are denoted as \(<F_1, F_2, \ldots, F_{11}>\) are computed to give as input to the neural network. Taking these inputs the trained neural network outputs a responding value to indicate whether the estimated local orientation is true or false.

For each image block 11 features, denoted as \(<F_1, F_2, \ldots, F_{11}>\), are computed to input to the neural network that outputs a responding value to indicate whether the estimated local orientation is correct or not. Let \(<G_x(u, v), G_y(u, v)>\) be the gradient at the pixel \((u, v)\). Let \((i, j)\) be the center of \(W(k, l)\). The feature vector \(<F_1, F_2, \ldots, F_{11}>\) for image block \(W(k, l)\) is computed as described below:

(i) \(F_1\), the normal of the sum of the squared gradient vector in the block \(W(k, l)\), is computed as

\[
F_1 = \left| \sum_{u=-W/2}^{i+W/2} \sum_{v=-W/2}^{j+W/2} w(G_x(u, v), G_y(u, v))^2 \right| \quad (1)
\]

(ii) \(F_2\), the sum of the normal of the squared gradient vector in the block \(W(k, l)\), is computed as

\[
F_2 = \sum_{u=-W/2}^{i+W/2} \sum_{v=-W/2}^{j+W/2} \left| (G_x(u, v), G_y(u, v))^2 \right| \quad (2)
\]

(iii) \(F_3\), the mean gray of the block \(W(k,l)\), is computed as

\[
F_3 = \sum_{u=-W/2}^{i+W/2} \sum_{v=-W/2}^{j+W/2} I(u, v) / (w_w) \quad (3)
\]

(iv) \(F_4\), the gray variance of the block \(W(k, l)\) is computed as

\[
F_4 = \sum_{u=-W/2}^{i+W/2} \sum_{v=-W/2}^{j+W/2} (I(u, v) - F_3)^2 / (w_w - 1) \quad (4)
\]

(v) \(F_5\) is the variance of the projected signal along the direction orthogonal to the estimated local ridge orientation as shown in Fig.3 (A). The projected window is of size \(L\times H\) and with the side \(L\) parallel to the estimated local orientation. And the center of the window and center of the block \(W(k, l)\) are overlapped. \(F_5\) is computed using following equation

\[
F_5 = \sum_{l=-L/2}^{L/2} \left( I(l) \right) - \sum_{k=-L/2}^{L/2} P_v[k]/L \right) / (L - 1) \quad (5)
\]

Where \(P_v[k]\) is calculated as follows

\[
P_v[k] = \sum_{h=-H/2}^{H/2} I(l - h \sin(\alpha_{W(l, 0)}) + k \cos(\alpha_{W(l, 0)})), i + h \cos(\alpha_{W(l, 0)}) + k \sin(\alpha_{W(l, 0)})) \quad (6)
\]

(vi) \(F_6\) is the variance of the projected signal along the direction parallel to the estimated local ridge orientation as shown in Fig. 3 (B). The projection window is of size \(L\times H\) (side \(H\) is parallel to the estimated local orientation) and its center is overlapped with the center of block \(W(k, l)\). \(F_6\) is computed using equation (6)

\[
F_6 = \sum_{l=-L/2}^{L/2} \left( I(l) \right) - \sum_{k=-L/2}^{L/2} P_v[k]/L \right) / (L - 1) \quad (6)
\]

Where \(P_v[k]\) is calculated as follows
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$$P_e[k] = \sum_{h=-R/2}^{R/2} \left( i - h, \sin(O^i_{w(i,j)}) + k, \cos(O^i_{w(i,j)}) \right) j + h, \cos(O^i_{w(i,j)}) + k, \sin(O^i_{w(i,j)})$$

Fig. 3: Projection (A) Along the direction orthogonal to the estimated ridge orientation.
(B) Along the direction parallel to the estimated ridge orientation.

The other features are computed using the smoothed signal, by Gauss filter, of $P[k](-L/2 \leq k \leq L/2)$. Fig.4 gives an example of computing other features from $F_7$ to $F_{11}$ based on the smoothened histogram [12].

Fig.4: Example of computing the features of projected signal

Based on the above example histogram the following equations are used to find inter ridge distance, variance and of peaks and valleys and also the amplitude of the signal.

(vii) $F_7$, is the average inter-ridge distance
$$F_7 = \frac{\sum a_k}{4}$$

(viii) $F_8$, is the variance of the peak heights of the signal
$$F_8 = \frac{\sum (P_{ek} - P_{mean})^2}{4}$$

Where $P_{mean} = \frac{\sum P_{ek}}{5}$

(ix) $F_9$, is the variance of the valley heights of the signal
$$F_9 = \frac{\sum (V_{ak} - V_{mean})^2}{3}$$
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\[ V_{\text{mean}} = \frac{\sum V_a}{4} \]

(x) \( F_{10} \), is the average amplitude of the signal

\[ F_{10} = P_{\text{mean}} - V_{\text{mean}} \] (10)

(xi) \( F_{11} \), is the variance of inter-peak-valley distance

\[ F_{11} = \frac{\sum (C_k - C_{\text{mean}})^2}{7} \]

Where \( C_{\text{mean}} = \frac{\sum C_k}{8} \)

As mentioned earlier the trained back propagation neural network is given this derived feature vector as 11 input nodes, and 1 output is produced. The trained back propagation neural network responds to correct ridge orientation of ridge block (of high quality or manually recoverable) with a large value, and responds with a small value to those blocks which contain no ridges or contain manually unrecoverable ridges or are of falsely estimated orientations.

The responded value by the trained network to a specific block is influenced by the ridge orientation, because the items from \( F_5 \) to \( F_{11} \) of the input vector \( <F_1, F_2, \ldots, F_{11}> \) have a close relationship with the estimated ridge orientation. Suppose that the image is divided into un overlapped blocks as shown in Fig.2 and let \( W(i,j) \) denote the block at the \( i \)th row and the \( j \)th column. The ridge orientation is quantified into 12 orientations: the \( k \)th orientation is \( k \cdot \pi /12 \) \((0 \leq k < 12)\). For each block \( W(i,j) \), 12 vectors, denoted as \( <F_1, F_2, \ldots, F_{11}>^k \) \((0 \leq k < 12)\), can be computed, \( <F_1, F_2, \ldots, F_{11}>^k \) corresponding to the orientation \( k \cdot \pi /12 \). For each block, feed the 12 vectors to the network and obtain 12 responded values, respectively. The trained network would generally respond with large values to the vectors corresponding to the orientation close to the true ridge orientation, and respond with small values to other vectors.

### 3.4 Computation of Responded Value Field

\( R[k], (k=0,1,2,\ldots,11) \) denotes the responded value field of the image ‘I’ by the neural network on the \( k \)th orientation \(( k \pi /12 \) ), and \( R[k][i,j] = N(W(i,j),k) \) represents the responded value by the network to the block \( W(i,j) \) \((i\text{th row and } j\text{th column})\) on the \( k \)th orientation. Fig. 4 gives out the gray representation of responded value field of a sample fingerprint image, on the 12 quantified orientations \((0, \pi /12, \pi /6, \pi /4, \pi /3, 5\pi /12, \pi /2, 7\pi /12, 8\pi /12, 9\pi /12, 10\pi /12 \text{ and } 11\pi /12)\).

For a responded value field on a certain orientation is shown in Fig.5, the white block indicates that it is fairly possible that the corresponding ridge block is of the correct orientation.

### 3.5 Filtering on Orientation Domain

It is observed in the experimental session that some low quality ridge blocks are of large responded value on some false orientations. And this is reflected by the isolated bright blocks in Fig.5. These false orientations of large responded value are usually isolated and thus the isolated large value can be repressed by low-pass filtering on orientation domain. The responded values, \( R[k][i,j](k=0,1,2,\ldots,11) \), of the block \( W(i,j) \) on different orientations is filtered as shown in Equation (1), where \( \omega(u) \) is the low-pass filter, and get \( R'[k][i,j] \).
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Fig. 6 shows the low-pass filtered results of original responded value fields in Fig. 5 after applying the low pass filter.

\[ R'[k](i,j) = \sum_{u=-1}^{1} w(u) \cdot R[k + u](i,j) \]  

(12)

Fig.6: Low-pass filtered results, of fields in Fig. 5, on the orientation domain

3.6 Filtering in Image Block Domain Vs Ternarization

As shown by Fig. 6, the low-pass filtered responded field is still not smooth enough that some bright blocks are surrounded by black blocks and some black blocks are surrounded by bright blocks. However fingerprint ridge orientation usually changes smoothly between neighbor blocks. Hence, in [12] the low-pass filtered fields were again filtered using 2-dimensional low-pass filter on the image block domain so that the filtered responded values changes smoothly between neighbor blocks, which is accordant with the ridge orientation changing. Equation (13) gives the process of low-pass filtering on the image block domain, where \( R''[k](i,j) \) denotes the low-passed value of the block \( W(u,v) \) on the kth orientation Fig. 7 shows the low-pass filtered results of Fig. 6.

\[ R''[k](i,j) = \sum_{u=-1}^{1} \sum_{v=-1}^{1} w(u, v) \cdot R'[k](i + u, j + v) \]  

(13)

Fig.7: Low-pass filtered results, of images in Fig.6, on the image block domain.

It can be observed from the above Figure that after applying the two dimensional low-pass filter the orientation image has become too much blurred. Even though the isolated bright parts are eliminated, the bright ridge blocks (which indicate that it is fairly possible that the corresponding ridge blocks are of the correct orientation) have become more blurred and this causes problem during the minutiae extraction. So this approach has been modified in the present work; instead of applying again a 2D low-pass filter on the image domain, a new process, which is called Ternarization, is introduced, which is described in the following section.

3.7 Ternarization

Instead of dividing into two blocks as in segmentation, here three blocks are considered, they are

- White block: which consists the ridge blocks with true ridge orientation with high responded value by the neural network (white part in the Figure.)
- Black block: which consists the false orientation with low responded value (black part in the Figure.)
- Gray block: which consists the blocks with uncertainty (probably the false orientation with high responded value.

The fingerprint image is divided based on the variance in the gray level intensity. Two threshold values \( T_1, T_2 \) are taken here. Wherein \( T_1 \) is the low end threshold value and \( T_2 \) is the high end threshold value. If the variance is less than \( T_1 \), it is assigned to the black block and these are of no interest and can be eliminated. If
the variance is greater than the threshold \( T_1 \), it is then assigned it to the white block. These are the bright parts, whose corresponding ridge block is of the correct orientation. Now if the variance is neither less than \( T_1 \) nor greater than \( T_2 \) then it is assigned to the gray block. This gray block indicates uncertainty, which needs to be handled properly.

Some low quality ridge blocks are of large responded value on some false orientations. And this is reflected by the isolated bright blocks, which are shown in Fig.5. These false orientations of large responded value are usually isolated [12]. These isolated large values were repressed by low-pass filtering on orientation domain.

It can be observed from the figure that the isolated bright parts are not as bright as the white block regions. This is the result of applying the Gaussian filter on the orientation domain. So these are the ones that are placed in the gray list.

This gray list must become empty by throwing its elements either into white block or black block through using a distance measure. A distance threshold ‘\( D' \) is used to calculate the distance between the bright block elements and gray block elements: if the distance is less than the threshold ‘\( D' \) then the element is assigned to white block, which is the bright block that reflects the true ridge orientation. If the distance is greater than ‘\( D' \) then it indicates that it is an isolated bright block and thus reflects a false orientation which was assigned a large value. Hence these isolated bright blocks, whose distance is greater than the threshold ‘\( D' \) should be assigned to black block and have to be eliminated.

Fig. 8 shows the results of original responded value fields after applying the Ternarization process on the low pass filtered results, which are shown in Fig.6.

Fig. 8 Result after Ternarization on the filtered results, of images in Fig.6

**3.8 Orientation Selection**

Each image block has 12 responded values which are filtered on orientation domain and Ternarization, and each value is corresponding to one of the 12 quantified orientations. The orientation selection for each image block is made based on the orientation corresponding to the largest out of the 12 resulted values. This is shown in Equations (14) and (15). Where \( TR'[k](i,j) \) denotes value of the block \( W(u,v) \) after the Ternarization is applied on \( R'[k](i,j) \).

\[
TR'[k](i,j) = \max(l \in [1:12]) \cdot TR'[l](i,j), \quad \text{where } 0 \leq l \leq 11 \tag{14}
\]

\[
O(W(i,j)) = \frac{k \cdot \pi}{12} \tag{15}
\]

**IV. Experimental Results**

It is hard to evaluate the quality of a method for estimating orientation field. The quality of orientation estimation can be indirectly measured by computing the accuracy of feature detection and matching accuracy.

However, aside from orientation estimation, these quality measures and matching accuracy are also dependent on other enhancement processes. So evaluating the accuracy of ridge orientation estimation alone in the enhancement process is a tough task.

Of course computing the deviation between the orientation field by the proposed method and the one manually labeled can also be used for evaluating the orientation field estimation method. Yet manually labeling the orientation fields of a good many fingerprint images is an exhausting work, and it is of no necessity, since the results of orientation estimation by two different methods can be obviously compared by visual inspection.

To evaluate the effectiveness of the proposed technique of ridge orientation estimation, a combination of both synthetic test images and real fingerprint images were used in the experiments.
4.1 Synthetic test image results

The first sets of experiments were conducted on a set of circular synthetic images. By using synthetic images, the pre-determined orientation values can serve as a basis for comparison with the orientation values computed by the orientation estimation algorithm. The accuracy of the algorithm is quantitatively measured by the mean square error between the estimated and actual values. The mean square error represents the difference between the actual orientation values and the estimated orientation values in radians.

The algorithm was first tested on a number of well-defined synthetic images. The results were achieved using different image sizes and wavelengths to construct the synthetic images. Visual inspection of these results shows that the estimated orientation field is smooth and well defined throughout the image. Furthermore, the small mean square error values indicate that there is minimal difference between the actual orientation values and the estimated values from the proposed method. Thus, it can be shown that the algorithm is able to produce accurate orientation estimates for synthetically well-defined images.

Experiments were then conducted with a series of random noisy elements applied to the images. The Gradient based approach [13-17] for estimating the orientation and the present method of estimating the orientation are compared. Fig. 9(c) shows that in Gradient based approach, the presence of small amounts of noise does not significantly affect the accuracy of the algorithm. However, Fig. 9(f) illustrates that when higher intensities of noise are applied to the image, Gradient based algorithm produces a disordered orientation field with a high proportion of misaligned orientation vectors. Fig. 9 illustrates that even with higher intensities of noise the proposed method produces an accurate estimation of ridge orientation.

![Images of synthetic test images](image)

Fig. 9: The estimated orientation for 200X200 synthetic images of wavelength 8. Random noise with standard deviation values of 0.5 (top row), and 3.0 (bottom row) are applied to the images, respectively.

It can be observed from the Fig. 9 that, for an image of good quality both the gradient based and proposed method produced correct ridge orientation but the gradient based method failed to produce correct orientation when the given input image is noisy. The proposed method produced correct orientation even for the noisy image, except in the center where the noise is too much. Table 1 provides the Mean Square Error (in terms of radians) of the two methods at various standard deviations.
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Table 1: The mean square error values (radians) for varying intensities of noise. The noise is applied to a 200 X 200 sized synthetic image of wavelength 8.

<table>
<thead>
<tr>
<th>Standard Deviation</th>
<th>Mean Square Error (Gradient Based Method)</th>
<th>Mean Square Error (Proposed Method)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0003</td>
<td>0.00001</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0009</td>
<td>0.0001</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0032</td>
<td>0.0008</td>
</tr>
<tr>
<td>1.5</td>
<td>0.0102</td>
<td>0.0021</td>
</tr>
<tr>
<td>2.0</td>
<td>0.0246</td>
<td>0.0098</td>
</tr>
<tr>
<td>2.5</td>
<td>0.0691</td>
<td>0.0212</td>
</tr>
<tr>
<td>3.0</td>
<td>0.1722</td>
<td>0.0791</td>
</tr>
<tr>
<td>3.5</td>
<td>0.2330</td>
<td>0.1023</td>
</tr>
<tr>
<td>4.0</td>
<td>0.3041</td>
<td>0.1754</td>
</tr>
<tr>
<td>4.5</td>
<td>0.4124</td>
<td>0.2032</td>
</tr>
<tr>
<td>5.0</td>
<td>0.4262</td>
<td>0.2352</td>
</tr>
</tbody>
</table>

Table 1 shows the mean square error values with respect to increasing values of noise intensity when applied to a 200X200 sized synthetic image of wavelength eight. The large mean square errors indicate that the accuracy of the algorithm decreases significantly in the presence of high intensities of noise. Therefore, it can be shown that the gradient based algorithm can produce accurate orientation estimates in the presence of minimal amounts of noise, but its performance deteriorates under high levels of noise. But the proposed method could produce accurate orientation estimation even in the presence of noise.

4.2 Real Fingerprint Image Results

The second set of experiments was conducted on a series of real fingerprint images. A diverse mixture of fingerprint images was selected to assess the algorithm’s performance under various fingerprinting conditions. In order to quantitatively compare the two methods, A and B, the number of blocks of incorrect orientation are counted. 5 images are used in the experiments. And for each image, the number of blocks of incorrect orientation is shown in Table 2 which shows that method B performs much better than method A.

The five images, that are used in the experiment for orientation estimation and results of those 5 images by the two methods, A (left column) and B (right column) are presented at the end.

Two methods are compared for estimating fingerprint orientation field: method A—Gradient based method [13-17] followed by Gaussian low pass filtering [18]; method B—the proposed method

Table 2: Block counts of incorrect orientation

<table>
<thead>
<tr>
<th>Image Name</th>
<th>The number of ridge blocks of incorrect orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Method A (Gradient based)</td>
</tr>
<tr>
<td>Image 1</td>
<td>75</td>
</tr>
<tr>
<td>Image 2</td>
<td>18</td>
</tr>
<tr>
<td>Image 3</td>
<td>10</td>
</tr>
<tr>
<td>Image 4</td>
<td>60</td>
</tr>
<tr>
<td>Image 5</td>
<td>62</td>
</tr>
</tbody>
</table>

Table 2 shows the results of both gradient based and proposed method in terms of ‘number of ridge blocks of incorrect orientation’ when a fingerprint image is given. It can be observed that the proposed method produced very less number of incorrect orientations comparing with the gradient based approach of estimating ridge orientation. So the experimental results show that both with synthesis images and real images results, the proposed method outperforms the existing traditional gradient based method for estimating ridge orientation.

These results in Table 2 are obtained on standard five sample images which were used for the similar works in the literature. The orientation estimation results of the fifth sample image by the two methods, Gradient based method followed by Gaussian low pass filtering ‘A’ (left column) and the proposed method ‘B’ (right column) are presented in figure 10.
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More experiments are also conducted on very poor quality fake fingerprints of the ATVS-FFp DB database. Twenty sample results are presented in the graph in figure. In most of the fingerprints that were considered has only portion of the ridge structure. Twenty sample results out of many experiments are presented in Fig.11.

It is very clear from the graph in Fig.10 that the proposed method for estimating ridge orientation works far better than the traditional gradient based approach. With the proposed methodology the number of ridge blocks of incorrect orientation is comparatively very less even with the noisy poor quality fingerprint images.

V. Conclusions

Ridge orientation estimation is a necessary and fundamental step in fingerprint image enhancement and recognition. This paper describes a method for fingerprint ridge orientation estimation using neural network approach and Ternarization. The best orientation was selected based on the responded value by the trained back propagation neural network and these responded fields are refined through the process of Ternarization. Experiments show that the proposed method leads to a greater improvement in ridge orientation estimation over the other Gradient based approaches.
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