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 Abstract : Web has become an integral part of our lives and search engines play an important role in making 

users search the content online using specific topic. The web is a huge and highly dynamic environment which is 

growing exponentially in content and developing fast in structure. No search engine can cover the whole web, 

but it has to focus on the most valuable pages for crawling. Many methods have been developed based on link 
and text content analysis for retrieving the pages. Topic-specific web crawler collects the relevant web pages of 

interested topics of the user from the web. In this paper, we present an algorithm that covers the link, text 

content using Levenshtein distance and probability method to fetch more number of relevant pages based on the 

topic specified by the user. Evaluation illustrates that the proposed web crawler collects the best web pages 

under user interests during the earlier period of crawling. 
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I.  Introduction 
      The web is a very large environment, from which users provide the keyword, query or topics to fetch 

the required information. Such growth and fluctuation generate essential limits of scale for today's generic 

search engines [5]. The number of web sites keeps on increasing and hence the number of links and the 

documents keep on increasing day by day [1]. Crawlers are programs that penetrate through the hyperlinks to 
retrieve the required page. Based on the hyperlink, the crawler retrieves the document and the required numbers 

of web pages are retrieved. This process is repeated until the predefined numbers of web pages are downloaded 

or the storage of the local repository is exhausted [3].  

 In this paper, an efficient web crawling algorithm is presented by combining text content, link analysis 

and probabilistic method. Initially, the topic is given as input to various search engines. Here, Google, Yahoo 

and MSN are used. For the given topic the common URL‘s in all the three search engines or in any two, are 

retrieved and given as input to the crawler. This URL will be considered as the seed URL. The crawler, 

considering this as the seed URL will retrieve the web pages based on the hyperlink. The retrieving is done by 

considering the keyword on the link, the text content of the document and the probability method. The 

probability method is used to find the number of similar as well as dissimilar keywords occurring in a web page. 

Determining the probability of the dissimilarity in keywords allows filtering the irrelevant pages in the 
beginning of the crawling. This makes to consider the relevant pages more effectively and skews the search. The 

link content and the text content are the common methods used by most of the algorithms. Using this as the 

base, when it is implemented along with the probability method, this method provides more effective pages. 

      The rest of this paper is organized as follows. Section 2 specifies the related work. Section 3 proposes 

the algorithm for web crawling process.  Section 4 shows the experimental results and performance evaluation 

of the proposed algorithm. Finally, the conclusion of the result is given in section 5. 

 

II.          Related Work 
      There are several algorithms based on content and link strategy. The algorithm based on hyperlink and 
content relevance and on HITS is presented as Heuristic search [14]. Another method specifies the ranking 

based on content and link [13]. In [9], the relevancy is based on 0 or 1, which consists of several drawbacks that 

are overcome in the Shark- search [8]. 

      The division score and the link score is applied for each and every link in [6]. Some knowledge bases 

based on starting URL‘s, topic keywords and URL predictions are being discussed [7].  An importance of a page 

is computed based on the composition of PR score in [2]. Focused crawling analyzes its crawl boundary based 

on the links that are most likely to be relevant and avoids irrelevant regions [10]. An algorithm [22] on 

hyperlinks and content relevance strategy is based on topic-specific crawling. 

      The topic keyword is used as a base in several algorithms [2], [7], [10] and [12] by which the crawler 

crawls through the web to fetch the relevant pages. The crawler using breadth-first search [19] order discovers 

high quality pages during the early stages of the crawl. An algorithm in [20], combines text search with 

semantic search. To engineer a search engine Google with page rank method is applied in [17]. Different 
arbitrary predicates are applied [18] to perform an intelligent crawling. Accurately predict the relevance [15] of 

unvisited web pages by known URL‘s.  In this method, this algorithm crawls the web by considering the 
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keyword in the hyperlink, the content of the document and the probability method. A latent semantic indexing 

classifier that combines link and text [21] is used to index domain specific web documents. 

 

III.  Proposed Method 
      The seed URL is the base path for retrieving the more relevant pages. This URL is fetched by giving 

the topic keyword [2], [7] to the three different search engines. The seed URL is given as root path to the 

crawler. Now, the outgoing links of this root path are fetched. For each of this link, three methods are applied as 

specified below. 

 

1.1 Calculating the Relevancy Score 

      From the outgoing link as specified above, the relevancy score is calculated in an iterative method for 

each and every link. The calculation consists of the following methods. 

 

1.1.1  Link Weight 

      The link weight is calculated by checking whether the topic keyword is presented in the outgoing links. 

If this anchor text is present the division method is used to determine the link weight. Here, if all the topic 
keywords are presented in the outgoing link then its link score is 1. Otherwise, the link score is based on the 

percentage of the topic keywords present in the link. Finally, the link weight is determined by the ratio of the 

total number of links containing the anchor text to the  total number of links of the parent node. This Link 

Weight is given by 

   UL 

  Wt = ----------- 

   LT 

 Where, UL   represents the total number of links that contain the anchor text and LT  represents the total 

number of links presented in the parent node. 

         For each and every parent URL, the link weight is determined and the crawling is performed based on 

the ranking of the parent URL‘s. 
 

1.1.2  Text content similarity using Levenshtein Distance 

      Here, the Levenshtein Distance is used to compute the text content similarity of the two pages, i.e., the 

seed URL page and the child page. Before computing the similarity, the tokens are extracted from the pages. 

These tokens are nothing but the topic keywords of that page. For filtering these topic keywords, the two 

methods  

- Stop word removal  

- Stemming algorithm  
 

 Are used. The stop word removal method is, removing the base words from the document such as, a, 

an, the, etc. The stemming algorithm applied here is Porter Stemming algorithm, which skews the word with the 

stem of the word. For example, ‗engineering‘, ‗engineered‘, etc. are stemmed to the word ‗engineer‘.  

     The words extracted by these methods are known as tokens. These tokens are given as input to the 

Levenshtein Distance for ‗EditDist‘. Here, the distance is computed by determining the similarity between the 

two strings. For which, the following operations are performed to transfer one string s1 to another string s2.  

- insertion  

- deletion   

- substitution  

      Finally, the text content similarity between the seed page and the child page is calculated based on the 

word distance and the length of the word. 

 
     ∑ EditDist (s1, s2) 

    D lev  (s1,s2)=  ----------------------------------- 

                Length (s1) + Length (s2)  

 Where EditDist is performed to calculate the number of insertion, deletion and substitution operation 

which are needed to transform one string s1 into the another string s2. 

 

1.1.3  Probability Method 

      The probability based distance method is used to calculate the similarity between the two pages, the 

seed URL page and the child page. The tokens are extracted from these pages, said to be as keywords and the 

frequency of those keywords are found and represented in sorted order. The top n keywords are selected from 

the parent and the child pages. The similarity and the dissimilarity are calculated between these two pages.  
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         Pm =  [P(wi      wj) + 1] – (1 - µ )[1 – P(wi  wj)] 

 where, P(wi    wj) = T / N, and     P(wi  wj) = K / N, T refers to the number of similar keywords of 
both the pages, N  is the total number of keywords and K  refers to the number of dissimilar keywords of both 

the pages.  

 Based on the sorted order of the similar keywords, the documents are given the priorities in decreasing 

order. The probability of the similar keywords helps in retrieving the relevant pages effectively. Similarly, the 

probability of finding the dissimilar keywords supports in filtering the irrelevant pages effectively in the 

beginning stage of crawling. For each and every iteration, the irrelevant pages are filtered which makes the 

crawler to retrieve more number of relevant pages. 

 

1.2  Determining the Relevancy Score 

      Here, the relevancy score is determined by using the above three methods. The computed value of the 
above three methods  

R s =  α * W t +  β  * D lev + γ *  Pm

  

 Where W t represents the link weight, D lev  specifies the levenshtein distance and   P m specifies the 

probability method. 

      This relevancy score R s is calculated for each and every link and it is compared with the threshold 

value. For different threshold value, the relevancy score is determined and the relevant pages are retrieved. 

 

IV. Results And Discussion 
      In this section, it is proved with the experimental results that the proposed web crawling algorithm 
using link, text analysis and probability method is more effective. The proposed algorithm has been 

implemented in java (jdk 1.6) and the experimentation was performed for different categories. 

      The experimentation was performed with different topic keywords which are specified in Fig. 1 given 

below. The figure also shows that more number of relevant pages is retrieved by using the above mentioned 

method. 

 

 
Fig. 1.   Result for different topics 

 

      The analysis was made for different threshold values for different keywords. When the relevancy score 
value is less than the threshold value, then those pages are considered as the irrelevant pages and are removed 

from the URL queue. Otherwise, the pages are relevant pages and placed on the queue based on the priority. The 

more relevant pages that were retrieved for particular threshold values were taken for consideration. From these 

set, the average number of relevant pages are considered for each topic.  

      The Fig. 2 mentioned below specifies the relevant pages retrieved for the keyword ‗Java Beans‘ on 

different threshold values. This process is applied for the different topics to determine the efficiency of the 

algorithm. The co-efficient factor α, β and γ was also tested with different values ranging between 0 and 1 for 

increasing the weight of the individuals. 

     Similarly, the experimentation was considered for different values of the co-efficient factor and the 

relevancy score was determined for each URL. It was proved that more relevant pages were retrieved by using 

this method for different topics. 
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Fig.  2.   Result for the topic ‘Java Beans’ on different threshold values 

 

V.          Conclusion 
      In this paper, the crawling method using the link, text content and probability method is more efficient 

and produces more relevant pages. The probability of finding the similar and dissimilar keywords makes the 

crawler to retrieve the pages effectively. For experimentation, several topic keywords were given and verified 

that the more relevant pages were retrieved. The experiment was compared with different threshold values to 

test the efficiency. The co-efficient factor of each method in the relevancy score computation was also tested 

with different values. Testing based on these different cases, it was proved that the proposed algorithm was 

more effective in retrieving the relevant pages efficiently. 
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