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Abstract: A central problem in machine learning is identifying a representative set of features from which to construct a classification model for a particular task. Feature selection, as a preprocessing step to machine learning, is effective in reducing dimensionality, removing irrelevant data, increasing learning accuracy, and improving result comprehensibility. The central hypothesis is that good feature sets contain features that are highly correlated with the class, yet uncorrelated with each other. In this paper a fast redundancy removal filter is proposed based on modified Kolmogorov-Smirnov statistic, utilizing class label information while comparing feature pairs. Results obtained from this algorithm are compared with other two algorithms capable of removing irrelevancy and redundancy, such as Correlation Feature Selection algorithm (CFS) and simple Kolmogorov Smirnov-Correlation Based Filter (KS-CBF).

The efficiency and effectiveness of various methods is tested with two of the standard classifiers such as the Decision-Tree classifier and the K-NN classifier. In most cases, classification accuracy using the reduced feature set produced using the proposed approach equaled or bettered accuracy obtained using the complete feature set and other two algorithms.

I. Introduction

Feature selection, as a preprocessing step to machine learning, is effective in reducing dimensionality, removing irrelevant data, increasing learning accuracy, and improving result comprehensibility. It is a process of choosing a subset of original features so that the feature space is optimally reduced according to a certain evaluation criterion. In recent years, data has become increasingly larger in both number of instances and number of features in many applications such as genome projects, text categorization, image retrieval, and customer relationship management. This enormity may cause serious problems to many machine learning algorithms with respect to scalability and learning performance. For example, high dimensional data (i.e., data sets with hundreds or thousands of features) can contain high degree of irrelevant and redundant information which may greatly degrade the performance of learning algorithms. Therefore, feature selection becomes very necessary for machine learning tasks when facing high dimensional data nowadays.

Feature subset selection is the process of identifying and removing as much irrelevant and redundant information as possible. This reduces the dimensionality of the data and may allow learning algorithms to operate faster and more effectively. Feature selection evaluation methods fall into two broad categories, Filter model and Wrapper model [2]. The Filter model relies on general characteristics of the training data to select some features without involving any learning algorithm. The wrapper model requires one predetermined learning algorithm in feature selection and uses its performance to evaluate and determine which features are selected. As for each new subset of features, the wrapper model needs to learn a hypothesis (or a classifier). It tends to find features better suited to the predetermined learning algorithm resulting in superior learning performance, but it also tends to be more computationally expensive and less generality than the Filter model. When the number of features becomes very large, the Filter model is usually chosen due to its computational efficiency. Filters have the advantage of fast execution and generality to a large family of classifiers than wrappers [13].

Figure 1 provides a depiction of a simple classification process where a Feature Selection process that uses a filter is involved. The training and testing datasets after the dimensionality reduction process is fed to the ML (Machine Learning) algorithm. In some cases, accuracy on future classification can be improved; in others, the result is a more compact, easily interpreted representation of the target concept. In this work, we have employed a Filter model for the evaluation of features selected.
In the following sections, we will be describing about various approaches used in our work along with our proposed approach. Other approaches exist such as Rank wrapper algorithm [6], Relief algorithm [7]. Following it, the datasets used and results obtained are mentioned.

II. Theoretical Framework

2.1. Correlation Based Feature Selection:

This algorithm [1] is based on information theory and uses symmetrical uncertainty (SU) as the filter for the evaluation of the feature set selected. This algorithm involves certain concepts such as mutual information [3], entropy, information gain and symmetrical uncertainty. The process used here in finding correlations between various attributes is different from that used in FCBF [11]. In the first step, it processes the given training dataset and initial feature set and removes all the irrelevant features by finding the strength of prediction of feature-to-class. In the second step, it uses this relevant feature set and training dataset to remove all the redundant features and finally presents the significant feature set that is well supervised and uncorrelated with other features.

**Entropy:** Entropy as given by Shannon is a measure of the amount of uncertainty about a source of messages [5]. The entropy of variable Y before and after observing values of another variable X can be described by:

\[ H(Y) = -\sum p(y_i) \log (p(y_i)) \]

And

\[ H(Y/X) = -\sum p(x_j) \sum p(y_i/x_j) \log (p(yi/xj)) \]

Here \( p(yi) \) is the prior probabilities for all values of random variable Y and \( p(yi|xj) \) is the conditional probability of \( y_i \) given \( x_j \). By treating Y as classes and X as features in a data set, the entropy is 0, i.e., without any uncertainty at all if all members of a feature belong to the same class. On the other hand, members in a feature set are totally random to a class if the value of entropy is 1. The range of entropy is between 0 and 1.

**Information Gain:**

The amount by which the entropy of X decreases reflects additional information about Y provided by X and is called information gain, given by

\[ \text{Gain, } I(Y; X) = H(Y) - H(Y|X) \]

\[ = H(X) - H(X|Y) \]

\[ = H(Y) + H(X) - H(X, Y). \]

However, information gain is biased if feature with more values [4], which the features with greater numbers of values will gain more information than those with fewer values even if the former ones are actually less informative than the latter ones. Also, the range of information gain is not from 0 to 1. Its values should be normalized in order to ensure they are comparable and have the same affect.

**Symmetrical Uncertainty:**

Because of the limitation provided by the usage of Information gain, we use another heuristic called Symmetrical Uncertainty and is given by:

\[ \text{SU}(Y; X) = 2[I(Y; X) / (H(X) + H(Y))] \]

It averages the values of two uncertainty variables, compensates for information gain’s bias toward features with more values, and normalizes its values to the range \([0, 1]\). A value of 1 indicates that knowing the value of either one completely predicts the value of the other and a value of 0 indicates that X and Y are independent each other.
Algorithm 1:

Table 1: Correlation Feature Selection Algorithm

1. //Remove irrelevant features
2. Input original data set D that includes features X and target class Y
3. For each feature Xi
   Calculate mutual information SU(Y; Xi)
4. Sort SU(Y; Xi) in descending order
5. Put Xj whose SU(Y; Xi)>0 into relevant feature set Rxy
6. //Remove redundant features
7. Input relevant features set Rxy
8. For each feature Xj
   Calculate pair wise mutual information SU (Xj; Xk) for all j≠k
9. Sxy= ∑ (SU (Xj; Xk))
10. Calculate means µR and µS of Rxy and Sxy, respectively
    W= µS/µR
11. R=W. Rxy- Sxy
12. Select Xj whose R>0 into final set F

2.2. Kolmogorov-Smirnov Test:

Equivalence of two random variables may be evaluated using the Kolmogorov-Smirnov (KS) test [12]. In statistics, the Kolmogorov–Smirnov test (K–S test) is a nonparametric test for the equality of continuous, one-dimensional probability distributions that can be used to compare a sample with a reference probability distribution (one-sample K–S test), or to compare two samples (two-sample K–S test).

The Kolmogorov–Smirnov statistic quantifies a distance between the empirical distribution function of the sample and the cumulative distribution function of the reference distribution, or between the empirical distribution functions of two samples. The null distribution of this statistic is calculated under the null hypothesis that the samples are drawn from the same distribution (in the two-sample K–S test) or that the sample is drawn from the reference distribution (in the one-sample case).

The empirical distribution function \( F_n(x) \) for \( n \) independent and identical observations \( X_i \) is defined as:

\[
F_n(x) = \frac{1}{n} \sum_{i=1}^{n} I_{X_i \leq x}
\]

where \( I_{X_i \leq x} \) is the indicator function, equal to 1 if \( X_i \leq x \) and equal to 0 otherwise.

The Kolmogorov–Smirnov statistic for a given cumulative distribution function \( F(x) \) is

\[
D_n = \sup_x \left| F_n(x) - F(x) \right|
\]

where \( \sup_x \) is the supremum of the set of distances.

The cumulative distribution function of \( K \) is given by

\[
Pr(K \leq x) = 1 - 2 \sum_{i=1}^{\infty} (-1)^{i-1} e^{-2i^2x^2} = \frac{\sqrt{2\pi}}{x} \sum_{i=1}^{\infty} e^{-(2i-1)^2 \pi^2/(8x^2)}
\]

Under null hypothesis that the sample comes from the hypothesized distribution \( F(x) \),

\[
\sqrt{n}D_n \xrightarrow{n \to \infty} \sup_t \left| B(F(t)) \right|
\]

in distribution, where \( B(t) \) is the Brownian bridge.

If \( F \) is continuous then under the null hypothesis \( \sqrt{n}D_n \) converges to the Kolmogorov distribution, which does not depend on \( F \). This result may also be known as the Kolmogorov theorem; the goodness-of-fit test or the Kolmogorov–Smirnov test is constructed by using the critical values of the Kolmogorov distribution. The null hypothesis is rejected at level \( \alpha \) if

\[
\sqrt{n}D_n > K_\alpha,
\]

where \( K_\alpha \) is found from

\[
Pr(K \leq K_\alpha) = 1 - \alpha.
\]

The asymptotic power of this test is 1. The various test parameters for the KS-test and minimum estimations are given in [9] and [10].

We will be using the KS two-sample test for analyzing the redundancy of two features. So, a brief description about it is given.
Two-Sample Kolmogorov Smirnov Test:

The Kolmogorov–Smirnov test may also be used to test whether two underlying one-dimensional probability distributions differ. In this case, the Kolmogorov–Smirnov statistic is

\[ D_{n,n'} = \sup_x |F_{1,n}(x) - F_{2,n'}(x)|, \]

where \( F_{1,n} \) and \( F_{2,n'} \) are the empirical distribution functions of the first and the second sample respectively.

The null hypothesis is rejected at level \( \alpha \) if

\[ \sqrt{\frac{nn'}{n+n'}} D_{n,n'} > K_\alpha. \]

It should be noted here that the two-sample test checks whether the two data samples come from the same distribution. This does not specify what that common distribution is (e.g. normal or not normal).

**KS test**

Steps taken to calculate KS include:

1. Discretization of both features \( F_i, F_j \) into \( k \) bins.
2. Estimation of probabilities in each bin.
   - 2.1. Calculation of cumulative probability distributions for both features.
   - 2.2. Calculate KS statistic

**Algorithm 2**:

**Algorithm K-S CBF**

**Relevance analysis**

1. Calculate the \( SU(X,C) \) relevance indices and create an ordered list \( S \) of features according to the decreasing value of their relevance.

**Redundancy analysis**

2. Take as the feature \( X \) the first feature from the \( S \) list
3. Find and remove all features for which \( X \) is approximately equivalent according to the K-S test
4. Set the next remaining feature in the list as \( X \) and repeat step 3 for all features that follow it in the \( S \) list.

**Table 2:** KS test for two features \( F_i, F_j \)

**Table 3:** A two-step Kolmogorov-Smirnov Correlation Based Filter (K-S CBF) algorithm.

**III. Modified KS-CBF Test:**

The proposed algorithm introduces the concept of binning the input dataset into \( n \) bins. Redundancy is calculated in each of the bins individually and the set of redundant features for each bin are stored. Finally, the set of features that are common in all the bins (here, it can also be taken as an input parameter to decide at runtime as required) are considered as redundant for the input dataset and they can be eliminated.

In each bin, again we divide the available set of records into a particular number of partitions for which the actual KS-test is applied. The set of redundant features in each of these partitions is mixed up with those for the other partitions in that bin. So, now we can expect a good redundant subset to be produced from each bin. The union operation ensures that the possibility of redundancy has been checked for every feature in its entirety. The intersection operation ensures that a feature which is actually non-redundant will not be claimed as being redundant. Now, since we perform an intersection of the redundant features obtained from all the bins, the final
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Feature subset produced will not contain these features and could sufficiently represent a significant subset of features that can be used for the classification process.

Algorithm 3:
Modified K-S CBF Algorithm:

Relevance analysis
1. Order features based on decreasing value of SUC (f, C) index which reflects their decreasing value of their relevance.

Redundancy analysis
2. Pass the dataset with relevant features for KS test measure.
3. Discretize the dataset into n bins each containing approximately same number of records.
4. For each bin Bi,
   4.1. Form k data partitions each approximately containing the same number of records.
   4.2. For each of the k partitions P1, P2, …, Pk
      4.2.1. Initialize Fi with the first feature in the F-list.
      4.2.2. Find all features for which Fi forms an approximate redundant cover using K-S test.
      4.2.3. Set the next remaining feature in the list as Fi and repeat above step for all features that follow it in the F list.
4.3. Take the union of all these redundant features into Bi
5. Get the common features that are redundant in all bins.
6. Remove those features and get the significant subset of features.

Table 4: A modified Kolmogorov-Smirnov Correlation Based Filter algorithm.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. Features</th>
<th>No. Instances</th>
<th>No. Classes</th>
<th>Class Distribution</th>
<th>Balanced Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionosphere</td>
<td>34</td>
<td>351</td>
<td>2</td>
<td>126/225</td>
<td>No</td>
</tr>
<tr>
<td>Pima</td>
<td>8</td>
<td>768</td>
<td>2</td>
<td>500/268</td>
<td>No</td>
</tr>
<tr>
<td>Wbdc</td>
<td>31</td>
<td>569</td>
<td>2</td>
<td>212/357</td>
<td>No</td>
</tr>
<tr>
<td>Wine</td>
<td>13</td>
<td>178</td>
<td>2</td>
<td>59/71</td>
<td>No</td>
</tr>
<tr>
<td>Dos-Normal</td>
<td>41</td>
<td>4765</td>
<td>2</td>
<td>2371/2394</td>
<td>No</td>
</tr>
<tr>
<td>Probe-Normal</td>
<td>41</td>
<td>4346</td>
<td>2</td>
<td>1996/2350</td>
<td>No</td>
</tr>
<tr>
<td>U2R-Normal</td>
<td>41</td>
<td>326</td>
<td>2</td>
<td>52/274</td>
<td>No</td>
</tr>
<tr>
<td>R2L-Normal</td>
<td>41</td>
<td>2137</td>
<td>2</td>
<td>1062/1075</td>
<td>No</td>
</tr>
</tbody>
</table>

In the first step, a Symmetrical Uncertainty filter has been applied to remove the irrelevant features. The dataset containing this filtered subset is now passed to the second step to perform the redundancy analysis and obtain the set of redundant features. These redundant features are removed from the remaining feature set and finally the dataset with significant features is only considered for further analysis.

In most cases, classification accuracy using this reduced feature set produced equaled or bettered accuracy using the complete feature set. However, the dimensionality of the feature set has been reduced to a better extent than compared to the simple KS-CBF algorithm. This can give a good computational gain over the simple KS-CBF when testing with a classifier as the new feature set contains less number of dimensions. In few cases, it is however observed that the proposed algorithm has been producing results that are quite less efficient when tested with a classifier than that compared with the simple KS-CBF results. However, this can still be handled and improved by varying the values of number of bins which is taken as an input parameter. Feature selection can sometimes degrade machine learning performance in cases where some features were eliminated which were highly predictive of very small areas of the instance space. The size of the dataset also plays a role in this and as we are further dividing into smaller bins, it sometimes affects the process when there are no sufficient records in a bin to perform the test. Also, when the information available in the dataset is very random with a large range of distinct feature values, then also this algorithm could produce very good results than others.

It has been observed that, as the number of bins during the test is increased, the number of redundant features is increasing and the final feature set produced is getting smaller. However, in some cases, this has been leading to a slight decrease in detection rates. Yet, the performance gain obtained is very much high. So, the effect of slight decrease in detection rates can be negotiated with the rapid increase in performance.
IV. Datasets and Results:

The results obtained with the above features are tested with two of the standard classifiers - Decision Tree and K-NN classifier.

Table 8.1 : Selected Features of KDD 99 datasets

<table>
<thead>
<tr>
<th>Data Set</th>
<th>No: of features</th>
<th>Correlation Feature Selection</th>
<th>Simple KS-test</th>
<th>Modified KS-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal-DoS</td>
<td>41</td>
<td>1,5,10,23,24,25,31,33,35,38,39</td>
<td>2-6, 12, 23, 24, 31-37,</td>
<td>2-6,12,23,32,36</td>
</tr>
<tr>
<td>Normal-Probe</td>
<td>41</td>
<td>4,24,27,32,40,41</td>
<td>3-6, 12, 23, 24, 27,32-37, 40</td>
<td>3-6,12,23,32,33,37</td>
</tr>
<tr>
<td>Normal-U2R</td>
<td>41</td>
<td>1,10,13,14,17,23,35-37</td>
<td>1,3,5,6,32,34,24,36,37</td>
<td>1,3,5,6,24,32-34,36</td>
</tr>
<tr>
<td>Normal-R2L</td>
<td>41</td>
<td>1,10,22,23,31,32,34-37</td>
<td>1,3,5,6,10,22-24,31-37</td>
<td>2-6,24,32,33,36,37</td>
</tr>
</tbody>
</table>

Table 8.2 : Selected feature sets for various UCI datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No: of features</th>
<th>Correlation Feature Selection</th>
<th>Simple KS-test</th>
<th>Modified KS-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionosphere</td>
<td>34</td>
<td>6,12,22,24,25,27,29,32-34</td>
<td>4,25,28</td>
<td>4,25,28</td>
</tr>
<tr>
<td>Pima</td>
<td>8</td>
<td>2,5,6,8</td>
<td>2-8</td>
<td>2-6,7</td>
</tr>
<tr>
<td>Wdbc</td>
<td>31</td>
<td>8,9,11,18,21,27-31,</td>
<td>1,4,5,8,9,12,14-18,21,24,25,28</td>
<td>1,4,5,8,9,14-16,18,19,21-23,28</td>
</tr>
<tr>
<td>Wine</td>
<td>14</td>
<td>1,2,6,9,10,12</td>
<td>1,2,7,10,12,13</td>
<td>1,2,7,10,12,13</td>
</tr>
</tbody>
</table>

Table 8.3 : Detection Rates with various feature subsets for KDD99 dataset

<table>
<thead>
<tr>
<th>Data Set</th>
<th>K-NN Classifier</th>
<th>Decision Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Set</td>
<td>Correlation Feature Selection</td>
</tr>
<tr>
<td>Normal-Probe</td>
<td>97.37</td>
<td>91.5</td>
</tr>
<tr>
<td>Normal-U2R</td>
<td>96.80</td>
<td>92.0</td>
</tr>
<tr>
<td>Normal-R2L</td>
<td>99.28</td>
<td>83.73</td>
</tr>
</tbody>
</table>
It can be seen that the proposed approach selects a less number of significant feature subset in many cases than the other two algorithms. Also, the accuracy and efficiency of this approach was much better in most of the cases. In few cases, the accuracy slightly reduced but it is not that much far away from the other methods and this method outperformed both the CFS and KS-test in terms of efficiency i.e. in terms of execution performance. As compared to the results in [4] and [6], the results obtained in our experiment are good and encouraging.

V. Conclusion:
A modified KS-test which can efficiently select good feature subsets has been proposed in this paper. The proposed algorithm has the computational demands that are very much similar to the traditional KS-test and is proportional to the total number of bins. A comparative test with some widely used feature selection algorithms showed its better performance both in terms of efficiency and accuracy. The statistical significance of 0.05 has been used in test which can be varied. The number of bins and number of partitions should be given depending on the number of records in the incoming dataset. According to our observations, good results will be obtained if a bin is made to contain at least 40 records.

Since a filter approach is used, the results can be well suited to any classifier process. The results in our experiment have been tested with C4.5 and K-NN classifier. Various variants of the Kolmogorov-Smirnov test exist and the algorithm may be used with other indices for relevance indication.

Future Work:
In future we would like to compare and contrast the ability of the modified KS-Test against the features obtained using the rough set theory, Support Vector Machines, and Decision Trees. We have identified the problem of Intrusion Detection as our subject matter and we will apply these techniques using GANN weight extraction algorithm [14] to find the accuracy of the Intrusion Detection Systems based on these techniques. Further we would be developing an extension for SNORT using the best of these four techniques according to our findings.

Table 8.4 : Detection Rates with various feature subsets for UCI datasets

<table>
<thead>
<tr>
<th>Data Set</th>
<th>K-NN Classifier</th>
<th>Decision Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Set</td>
<td>Correlation Feature Selection</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>80.82</td>
<td>87.67</td>
</tr>
<tr>
<td>Pima</td>
<td>74.02</td>
<td>75.32</td>
</tr>
<tr>
<td>Wdbc</td>
<td>67.36</td>
<td>92.05</td>
</tr>
<tr>
<td>Wine</td>
<td>95.55</td>
<td>99.77</td>
</tr>
</tbody>
</table>
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