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Abstract: In biomedical field, the classification of disease using data mining is the critical task. The prediction 

accuracy plays a vital role in disease data set. More data mining classification algorithms like decision trees, 

neural networks, Bayesian classifiers are used to diagnosis the diseases. In decision tree Random Forest, 

Initially a forest is constructed from ten tress. The accuracy is measured and compared with desired accuracy. 

If the selected best split of trees matched the desired accuracy the construction terminates. Otherwise a new tree 

is added with random forest and accuracy is measured. The fitting criteria of random forest are accuracy and 

correlation. The accuracy is based on the mean absolute percentage error (MAPE) and the mean absolute 

relative error (MARE).In proposed system to refine the termination criteria of Random Forest, Binomial 

distribution, multinomial distribution and sequential probability ratio test (SPRT) are used. The proposed 

method stops the random forest earlier compared with existing Random Forest algorithm. The supervised 
learning model like support vector machine takes a set of inputs and analyze the inputs and recognize the 

desired patterns. The disease data sets are supplied to SVM and prediction accuracy is measured. The 

comparison is made between Random Forest and SVM and best class labels are identified based on disease. 
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I. Introduction 
Initially machine learning (ML) systems were developed to analyze the medical data sets. The knowledge 

of the medical diagnosis is derived from the past history. The derived classifier can be used to diagnosis the new 

datasets with more reliability, speed and accuracy. The ML system   is more useful to solve medical diagnosis 

problems because of its good performance, the ability to deal with missing data, the ability to explain the 

decision and transparency of    knowledge [1]. 
 

In decision tree algorithm of Random Forest, the tree is constructed dynamically with online fitting 

procedure. A random forest is a substantial modification of bagging [3] – [6]. The generation of trees is based on 

two steps. First the tree is constructed on a bootstrap replicate of original dataset and second a random feature 

subset, of fixed predefined size, is considered for splitting the node of the tree. To select a best split Gini Index 

is used. In ensemble classifier like random forest the size of the ensemble depends on 1) the desired accuracy, 2) 

the computational cost, 3) the nature of the classification problem, and 4) the number of available processors. In 

existing methods the size of the ensemble is determined by one of the three ways. 1) the method that preselect 

the ensemble size, 2) the method that post select the ensemble size ,3) methods that select the ensemble size 

during training [17]. In pre selection method, the size of the ensemble is determined by the user. The second 

type of post selection method, over – produce and choose strategy is used to select the ensemble from the pool 

of classifier. 
 

The method which selects the size of the ensemble in training phase is determined dynamically. Initially the 

Random forest is constructed from the bootstrap replicate and in every step, the new classifier is considered for 

the ensemble selection. If its contribution to the ensemble is significant then the classifier is retained. From 

Banfield et al. [12] method, it decides the ensemble, when a sufficient number of classification trees in random 

forest have been created. The method smoothes the out-of-bag error graph by using a sliding window of size 

five. After smoothing has been completed, the method examines windows of size 20 and determines the 

maximum accuracy within that window. It continues processing windows of the same size until the maximum 

accuracy within that window no longer increases. At this point, the stopping criterion has been reached and the 

algorithm returns the ensemble with the maximum accuracy from within that window. 

The proposed method, the construction of tree based on classical Random Forest, Random forests with 
ReliefF, random forests with multiple estimators, RK Random Forests, and RK Random Forests with multiple 

estimators [2]. Random Forest with ReliefF evaluates partitioning power of attributes according to how well 
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their values distinguish between similar instances. An attribute is given a high score if its values separate similar 

observations with different class and do not separate similar instances with the same class values. ReliefF 

samples the instance space, computes the differences between predictions and values of the attributes and forms 
a statistical measure for the proximity of the probability densities of the attribute and the class. Its quality 

estimates can be explained as the proportion of the explained class values. Assigned quality evaluations are in 

the range [¡1;1]. The computational complexity for evaluation of an attributes is O (m¢ n ¢ a), where m is the 

number of iterations [8]. 

 

In RK –Random Forest the number K of features randomly selected at each node during the tree induction 

process. The new Forest-RK decision tree induction procedure can be summarized as below: 

1) Let N be the size of the original training set. N instances are randomly drawn with replacement, to form the 

bootstrap sample, which is then used to build a tree. 2) Let M be the dimensionality of the original feature space. 

Randomly set a number K 2 [1; M] for each node of the tree, so that a subset of K features is randomly drawn 

without replacement, among which the best split is then selected. 3) The tree is thus built to reach its maximum 
size. No pruning is performed [18]. 

 

Support Vector Machines are based on the concept of decision planes that define decision boundaries. A 

decision plane is one that separates between a set of objects having different class memberships. Intuitively, a 

good separation is achieved by the boundaries that have the largest distance to the nearest training data point of 

any class called functional margin, since in general the larger the margin the lower the generalization error of 

the classifier. 

 

II. Random Forest 
 Random Forest is a collection of decision trees. From the training data the Random forest is 

constructed. In each step the tree is constructed with other data which has been selected as a best split. The 

forest is constructed without pruning. Forest construction is based on three step process [2]. 1) Forest 

construction, 2) the polynomial fitting procedure, and 3) the termination criteria.   

 
Fig 1.Random Forest construction method 

 

a)  Forest Construction: Initially a forest is constructed from ten trees. For that classical random forest is 

combined with performance evaluation criteria’s like Relief and multiple estimators. More specifically random 
forests with ReliefF, random forests with multiple estimators, RK Random Forests, and RK Random Forests 

with multiple estimators along with Classical Random Forest are constructed. 

The forest construction is shown below. Initially, the forest started with ten trees and select a best fit is 

selected from the remaining dataset and the construction is made. The same procedure is repeated up to the 100 

tree [2]. 
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b) Polynomial fitting procedure: Forest construction is an iterative process .Each time a new dataset is selected 

for the construction. The selection based on the accuracy of the predicted ensemble. The following polynomial 

equation is applied for selecting best fit [2]. 
 

fn−1 (x) = pn xn + pn−1 xn−1 + ・  + p0, n= 2, 9.              (1) 

 

c) The termination criteria:  In the termination of the forest accuracy, correlation and the combination accuracy 

and correlation is used. The criterion accuracy is based on the consecutive fitted curve. In correlation, the 

comparison is made between the fitted curve and original. The polynomial of two to eight would be applied to 

select a best one. In the third criterion, the accuracy and correlation are combined to select a best curve. 

 

III. Support Vector Machine 
A support vector machine constructs a hyper plane or set of hyper planes in a high- or infinite-dimensional 

space, which can be used for classification, regression, or other tasks. A good separation is achieved by the 

hyper plane that has the largest distance to the nearest training data point of any class (so-called functional 

margin), since in general the larger the margin the lower the generalization error of the classifier. In SVM the 

training vectors are mapped into high dimensional feature space called hyper plane.  

 

IV. Proposed Method 
In the proposed method binomial distribution and multinomial distribution and sequential probability ratio 

test are used to determine the best case for tree construction. The binomial distribution is the discrete probability 

distribution of the number of success in a sequence of n independent experiments. From the definition, with the 

random variable X follows the binomial distribution with parameters n and p, we write X ~ B(n, p). The 

probability of getting exactly k successes in n trials is given by the probability mass function: 

 
In probability theory, the multinomial distribution is a generalization of the binomial distribution. For n 

independent trials each of which leads to a success for exactly one of k categories, with each category having a 
given fixed success probability, the multinomial distribution gives the probability of any particular combination 

of numbers of successes for the various categories. The sequential probability ratio test (SPRT) is a specific 

sequential hypothesis test. 

 

In general, the binomial, multinomial and SPRT are used to find the optimal result with given test 

cases. In proposed all these methods are applied with Random Forest algorithm and its various modifications 

before the construction of random forest. This will produce best split of test case selection from the data sets. It 

will reduce the time for testing each new test case from the disease data sets. In existing each test cases are 

tested for new tree construction. Proposed method avoids the time delay. It will produce ensemble with more 

accuracy.  

 

V. Results And Discussion 
The Random Forest algorithm and modifications are verified with five different datasets PIMA Indians, 

SPECT, BCW,    BT, and Ecoli. The classification is based on disease dataset. Some classifications are two 

class classifications. In case of Breast Cancer the classification is for the person is affected or not. Where as in 

Ecoli the classification is based on survival of patient based on surgery.   The experiment was conducted to 

measure the performance. Random Forest is constructed up to 100 trees. The best one is selected with more 

accuracy.   

 
Initially proposed method was evaluated with five disease datasets with binomial distribution. In existing, 

the termination criteria were based on accuracy and correlation. It was produced best result with combined 

criteria of accuracy and correlation. The termination of trees based on accuracy. It falls in the range of 100 trees. 

To refine the termination criteria binomial distribution is applied with Random Forest algorithm. The binomial 

distribution is frequently used to model the number of successes in a sample of size n drawn with replacement 

from a population of size N. If the sampling is carried out without replacement, the draws are not independent 

and so the resulting distribution is a hyper geometric distribution, not a binomial one. However, for N much 

larger than n, the binomial distribution is a good approximation, and widely used. 
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The classical RF used 68 trees to find the optimal solution whereas the classical RF with binomial 

distribution used 49 to 55 in MARE and MAPE to terminate. Like wise multinomial distribution also used with 

Random Forest algorithms. Multinomial distribution is a generalization of the binomial distribution. For n 
independent trials each of which leads to a success for exactly one of k categories, with each category having a 

given fixed success probability, the multinomial distribution gives the probability of any particular combination 

of numbers of successes for the various categories. Here also 54 and 55 no of trees are constructed to find the 

optimal solution of disease data set.  

 

Finally, the sequential probability ratio test along with classical Random Forest is used. SPRT is a specific 

sequential hypothesis test offers a rule of thumb for when all the data is collected. While originally developed 

for use in quality control studies in the realm of manufacturing, SPRT has been formulated for use in the 

computerized testing of human examinees as a termination criterion. Here 67 and 59 no of trees are constructed 

for MARE and MAPE. It exceeds the classical Random Forest method. 

 
The comparison is made between the existing method and the proposed one.  

TABLE I 
 

Datasets 

Method 

Classical 

RF 

RF with 

ReliefF 

RF with 

ME 

RK- RF RK - RF 

with me 

BCW 68/68 57/57 85/88 100/100 100/100 

ECOLI 100/100 100/100 80/82 62/97 97/97 

SPECT 65/61 100/100 99/99 60/59 92/92 

PIMA 100/52 73/73 80/80 67/74 91/92 

BT 67/74 62/59 90/91 48/81 57/100 

*mare/mape 

 

The above mentioned results are taken from existing system. Total no of trees generated by MARE and 

MAPE are given. Like wise the results are taken for the binomial RF and multinomial distribution along with 

SPRT.  Same datasets are classified by support vector machine also. The results of binomial and multinomial are 

compared with classical RF. The following Table II shows the result of proposed system. 

 

TABLE II 
 

Datasets 

Method 

Classical 

RF 

RF with 

Binomial 

RF with 

Multinomial 

RF with 

SPRT 

BCW 68/68 49/55 55/54 67/59 

ECOLI 100/100 50/50 65/63 58/63 

SPECT 65/61 60/58 53/50 65/68 

PIMA 100/52 56/60 60/55 53/56 

BT 67/74 70/73 78/78 70/66 

*mare/mape 

 

Fig 1.2 shows the result of classical RF with binomial along with RK Random Forest, RF with me and 

finally RK-RF with me. Like wise multinomial distribution method was combined with Random Forest 

algorithms. Third, SPRT method was utilized with Random Forest algorithms. 
 

RF WITH BINOMIAL 
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RF WITH MULTINOMIAL 

 
 

RF WITH SPRT 

 
 

RF_ME WITH BINOMIAL 

 
 

RF_ME WITH MULTINOMIAL 

 
 

RF_ME WITH SPRT 
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RK RF WITH BINOMIAL 

 
 

The results are generated with accuracy, correlation and optimal no of trees needed to find the optimal 

result in disease dataset. In Each case five disease datasets were tested with four different algorithms of Random 

Forest algorithm. Like wise the datasets are classified with support vector machine. The proposed method 

refines the termination criteria of existing with probability distributions. 

RK RF WITH MULTINOMIAL 

 
 

RK RF WITH SPRT 

 
 

RK RF_ME WITH BINOMIAL 
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RK RF_ME WITH MULTINOMIAL 

 
 

RK RF_ME WITH SPRT 

 

In some cases the SPRT may produce similar results of classical Random Forest. Otherwise the binomial 

and multinomial are produced better result compared with classical RF. In Breast Tissue dataset the probability 

distributions took more no of trees to find the solution. 

 
Fig 1.2 Random Forest with binomial distribution, multinomial distribution and SPRT 

 

VI. Conclusion 
 Random Forest algorithm is used to predict the disease with good performance with the termination 

criteria of accuracy and correlation along with binomial and multinomial distribution. Probability distributions 

produced better result compared with classical RF along with the termination criteria of accuracy and 

correlation. In some cases distributions are also produced the same result as like Random Forest. In support 

vector machine recursively the test cases are tested to predict the best ensemble.  The comparison will be made 
to predict the best accuracy.  According to the accuracy it will produce the better result.  The proposed system 

finds 36 out of 40 cases with better termination criteria. In future the same method may also be applied to other 

diseases to predict the disease with high performance. 
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