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Abstract: Image processing is one of the most researched areas in computer science and it finds numerous 

applications in various fields like, medical research and diagnosis, geological research, crime investigation, 

and so on. In most of the institutions, authentication of members is carried out by facial recognition, fingerprint 

or retina scan, etc. Recently image mining has gained interest of innumerable researchers because of its 

widespread applications and so little development in the field. This paper focusses on studying about some of 

the important techniques researched and developed successfully to support image mining with considerable 

accuracy. In later sections, a comparative study of the same is carried out, which tries to identify the best 
method of all. 
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I. Introduction 
Image mining refers to maintaining and extracting of images, generally huge set of images. Digitization 

of data has opened up the gates for storage and access of huge amount of data, image being the better part of it. 

However, the complete automation of image based searches has yet not been achieved. By the help of some 

vectors, such as color, texture etc., the library of images can be very efficiently used. Image searching deals with 

extraction of features from the image. 

Feature extraction is the most crucial step in any image mining algorithm. Feature Extraction is the 
process of extracting one or more features from the input image and comparing them with the features of 

database images, in order to find a perfect or approximatematch. The basic approach is to sort images according 

to some important features like: color, texture, shape, temporal details, edge, shadows and other temporal details 

and all of this should be carried out with minimal human interaction. 

The following sections will cover some techniques aiming at efficient mining of images from a huge database: 

 

I. Algorithms 

1. Feature Extraction Based Technique: 

1.1 Color feature extraction: 

Some of the techniques tried were – Average color in Gray scale, Average color in RGB format 
[GW92] and Average color in YCBCR (Y is the luminance and CB, CR are the chrominance components) 

[GW92].[1] 

There were two general methods involved in the color feature extraction which were precision and 

recall.Precision is that part of the feature directory which is retrieved from the training image and that is relevant 

amongst all the provided features. However, the YCBCR method was found to be a bit more efficient. 

There was a general formula introduced for the same: 

 

Average color =
∑(intensity  of  all  the  pixels  in  the  current  block )

total  number  of  pixels  in  the  current  block
[1] 

 

Now, the output which will be generated from this operation will be a new matrix which has 0‟s at the places 

where the color match was found false and 1 where the match was found true. 

Thus, the test for color match was made. 

 

1.2 Texture feature extraction: 

For texture extraction, three different types of images were chosen: image with only egeria, image with 

egeria and water and image with egeria and land to cover all scopes of images. Histograms ( histograms without 
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bins, with bins [JV96], Normalized Histogram with bins[JV96] and Discrete Cosine Transform [GW92] of these 

different images were obtained and the difference between the peaks of these histograms were taken. [1] 

Wherever the distance was found to be relatively smaller and matches the feature matching criteria (threshold) is 

extracted. The formula used is: 

Similarity measure (d) =
 ∑(Means  for  bins  for  template −Means  for  bins  of  block ) 

[1] 

Here, similarity measure is the relative distance between the histogram peaks of the query block and that of the 

template. 

 

1.3 Edge feature extraction: 
Edge extraction is amongst the most important steps of image comparison. Edges are high frequency 

regions. This is because introduction of an edge means there is some admirable intensity change in the image, 

which means a large change in the frequency of the image. Edge features are particularly important for some of 

the darker images.[1] since edge feature extraction is not powerful enough, it has to be proceeded with another 

method like color or feature extraction. 

Hence, all these operations were performed jointly to get the end result. The grouping of these actions 

together calls for the most accurate image pattern recognition and also accounts for the ease to store and search 

images. 

II. Block Truncation Algorithm 
Before moving ahead with the working of this algorithm, we first need to learn about some prerequisite 

terms. Those terms are color moments and clustering. Now there are many clustering techniques, so we shall 

have a look only at the most widely used one, i.e. the K-means clustering. This would help get a better 

understanding of the algorithm. 

 

2.1 Color Moments 

If the colors present in an image can be viewed as a probability distribution, then the moments of that calculated 

probability distribution can be used as a feature in image grouping. In simple words, for a given image, the 

moments of a probability distribution can act like a feature in itself and can thus be used in identifying the image 

based on color. 

The color feature extraction can be done very efficiently using 3 major moments: mean, standard deviation, and 

skewness. 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure: 1 [2] 

where, Ei, σand αi represent the mean, standard deviation and skewness of each color channel (r,g,b). Pij is the 

value of each color channel at jth pixel. The product m.n gives the total number of pixels per image. 

 

2.2 K-means Clustering 

Being one of the simplest of the algorithms, the k means clustering algorithm involves each pixel to be 

put into a single category of its own. The user has to choose the number of clusters (k). Then, we find the 

centroid co-ordinate, which actually represents the mean of the pixels. Then, iteratively, the pixels are subtracted 

from this centroid, or the distance of a pixel from this centroid was taken and the pixel with the least distance 
was grouped with all such pixels having similar distance from the centroid. This way, clusters or groups were 

developed. 
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2.3 Algorithm 

The block truncation algorithm follows these simple steps: 

1. Divide the given image into 3 components viz, Red, Blue and Green 

2. Compute the average of each component 

3. Compute the  

 

i. RH,RL 
ii. GH,GL 

iii. BH,BL 

 

Where, the subscript H implies High, signifying that the average of all the redcomponents from the query 

image is greater than the component average and L implies low, which is obtained by taking only that 

component which are below that component average. 

 

2. Feature cascading approach towards object recognition 

This is quite a unique approach in itself, since it doesn‟t involve only one iteration of feature extraction 

but cascades several of them. The work in this method involves 3 important steps. The first one involves 

preparation of a new type of representation of an image known as “Integral Image”. This term will be explained 
in detail later; in fact, every step will be. This integral image is then passed through a machine learning 

algorithm, based on AdaBoost, that performs the task of extracting all the features from the integral image, but 

rejecting most of the unimportant ones, thus leaving only the critical features to be passed on to step-3. [3]The 

structure and function of the processing in step-3 is what makes this approach unique. This step involves 

cascading of incrementally complex classifiers in a series connection, thus discarding more and more unwanted 

features at each block in the cascade. A detailed and illustrated example of each of the steps will clear the fog.  

Before proceeding with the detailed explanation of all the 3 steps, we first need to take a glance at rectangle 

features of an image. 

 

 

 

 

 

 

 

 

 

 

Figure – 2: Example of rectangle features [3] 

 

Blocks A and B in the above figure show two-rectangle features, block C shows a three-rectangle 

features and the block D shows a four-rectangle feature. The sum of the pixel values in the white portion is 

subtracted from those in the black portion. These rectangle features prove to be very useful in detection of 
objects that exhibit a heterogeneous color and texture pattern, such as a human face. 

So now, time to proceed with the 3 main algorithmic structures. 

 

Step-1: Preparation of the integral image. 

Instead of working directly with image pixel intensities, the algorithm focuses on working with a 

special type of image, known as integral image. Okay, enough suspense now. Integral Image, or rather I would 

say, integral image pixel value at a given position (x,y) is the contains the sum of pixel values that are above and 

below that position in the original image. We always tend to better understand equations, so here it is: 

 

 

 
 

 

 

[3] 

Using this integral image, we can realize a very rapid computation of rectangular features. [3] 
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Step – 2:Feature Extraction and validation. 

Within image sub-window, the total number of Harr-like features is very large, making it utterly 

important to focus on some small set of significant features, in order to ensure economy, in terms of space and 

time. Now is the time when the rectangle features described previously, come into play. The value of two-

rectangle featuresis the difference between the sum of the pixels within two rectangular regions. The three-

rectangle features is the sum of pixel values within two outside rectangles subtracted from the sum of pixels in a 

center rectangle. And the four-rectangle feature is the difference between sum of pixel values in a diagonal pair 
of rectangles. 

 

Note that the system proposed in the paper is a variant of a primitive system known as AdaBoost. Now, even 

though each feature for a given image sub-window can be computed efficiently, computing the complete set 

proves to be expensive. In order to avoid this, a weak learning algorithm is designed to select the single 

rectangle feature which best acts as a threshold between interesting and uninteresting features. 

A weak classifier hj(x) will hence contain a feature fj, a threshold Tj and a parity Pj indicating the direction of the 

inequality sign: [3] 

 

 

 
 

[3] 

Where „x‟ is a 24x24 pixel sub-window of an image. 

 

Step – 3: The Attentional Cascade 

This section focuses on preparing an incremental cascade structure of classifiers that goes on discarding 

useless features, thereby radically boosting the computational efficiency at each stage. The cascade is so formed 

that simpler classifiers initially reject most of the sub-windows before more complex classifiers are called upon 

to reduce false positive rates. [3]A positive result i.e. a green signal from the first classifier triggers the 

evaluation of the second classifier and so on. A negative result at any point results in immediate termination of 

the process for that feature and thereby, the rejection of the sub-window. 

 
 

 

 

 

 

 

 

 

 

 

 
Figure – 3: Cascade of classifiers and its working [3] 

 

III. Inferences 
Overall we saw three different methods for image mining technique. All of the three methods were 

used for different purposes and were having immense impacts in the classification of features of the different 

images collected. The feature extraction methods use for the detection of the Egeria Densa was quite effective. 

Through the use of this technique, the efficiency of the precision and recall methods was found to be as below: 

 Where, Precision is defined as the fraction of the retrieved information, which is relevant.      

Precision =
TP

TP +FP
 [1] 

•And Recall is defined as the fraction of the relevant retrieved information versus all relevant 

information.            Recall = 
TP

TP +FN
 [1] 

The results that we get here are either of the four:  true positives, true negatives, false positives and 

false negatives. True  positives (TP) are those extracted regions that are correct, True negatives (TN) are the 

regions that are incorrect and are not retrieved, False positives (FP) are regions that are actually incorrect, but 

have been extracted, and FN are regions which were supposed to be extracted but were missed. [1] 
Table 1 displayed below shows the experiments based on the precision and recall system: 
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Table 1: Feature extraction using color, texture and edge features [1] 

 

The block truncation algorithm was another good and simple method to perform image recognition. The result 

of the experiment performed with a database of 1000 images is enlisted below:  

 

 
Table 2: Recall and precision using Color Moments [2] 

 

 
Table 3: Recall and precision using BTC Algorithm [3] 

 

The table 3 shows the experimental analysis of the block truncation algorithm which was found to be better than 

the color moments technique. 

The third algorithm studied is a very efficient one in terms of time and space complexity, but when 

implementation is concerned, the cascade structure of the algorithm could become a bottleneck, as that many 

functions have to be designed to discard features at early stages. 
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IV. Conclusion And Future Scope 
Image mining is the backbone for databases consisting of images.With the growing importance of data 

mining and its use, image mining too finds its respect, as many researchers are interested in this domain.  

Images can be sorted according to their features, namely, color, texture etc. this makes the searches quicker and 
easier, therefore, providing for a better experiences when dealing with an apt size of image database. Various 

methods have been implemented which show promising traits and some of them were found to be quite 

efficient. In all, image mining has secured its future in many technological areas, like pattern recognition, 

content based image retrieval (CBIR) and many more. There are many search engines like google which used 

the image mining techniques for the filtered search of the images. Apart from all this, there are some loopholes 

still existing in this field which need to be taken care of, like loss of data, adequate accuracy and speed of the 

search. The goal must be towards achieving these objectives in the near future. The future scope is implemented 

in our upcoming software called BOND which gives the exact geographical location of any digital image, by 

extracting its background.We intend to help crime branches to gather geographical information about any 

suspect digital picture. For getting the latitudinal and the longitudinal details about the picture, our software 

links to the Google‟s satellite pictures via Google Earth and will also take help from the Indian Metrological 

Department (IMD)[5] which will provide with the satellite help and compare the query image with the images 
on the database of the IMD, gathered through the satellites. 
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