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Abstract:the model of propagation of electromagnetic energy from transmitter to receiver will be largely by way of scattering, either by reflection from the flat sides of buildings or by diffraction around such buildings or other man-made or natural obstacles in mobile communication. These effects are called multipath propagation resulting in significant fluctuations of the received signal. Generally Rayleigh fading waveforms are often required to simulate in wireless communication channels. In this paper, in order to tackle with statistical property problems of the proposed model that cannot always approach theoretical value, an improved model based on Clarke model is proposed and its statistical properties of first and second-order are also analyzed in detail. Simulation results indicate that the modified amplitude, phase probability density function, the relevant function, the level crossing rate and the average fade duration can coincide with Clarke theoretical model characteristics. It can meet the requirements of the actual channel simulation.
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1. Introduction
Wireless communications have become one of the most indispensable technologies in our modern life. Many new systems, such as automated highways and factories, wireless sensor networks, remote telemedicine, and smart building and appliances, are emerging from ideas of wireless communications research. In order to improve the quality of communications systems, network researchers and designers need to evaluate the radio channel performance. Generally statistical model of mobile-radio channels is used for stimulating wireless communication systems and is of importance to the software and hardware realization [1]-[3]. The main cause is that the transmitted signal is not a single path of the reflected wave to reach the mobile station antenna, but the synthesis of many paths, due to the fact that the wireless channels depend on radio propagation models, such as reflections from a smooth surface, line of sight radiation, scattering caused by objects, and diffractions around a corner. Its propagation model can be divided into two categories: large-scale fading and small-scale fading. The former describes the slow changes in the intensity of the received signal within a long distance (several hundred meters). In general, large-scale fading is inversely proportional to distance between the transmitting antennas and the receiving antennas, and has different attenuation factor in different regions. The latter indicates the rapid fluctuations of the received signal strength within a short distance (several wavelengths) or short time (in seconds). According to the channel frequency selectivity, the small-scale fading channel can be divided into flat fading channel and frequency selective fading channel. The simulation model of frequency selective fading can be composed of several flat fading models with different time delays. Based on this, we mainly study the flat fading channel model. The envelope curve of the channel response is subject to Rayleigh fading, and the phase is uniformly distributed on $[-\pi, \pi)$. From the above, we can know the key to radio channel model is how to efficiently generate the Rayleigh fading envelope. Clarke proposed a statistical model for the description of flat small-scale fading when N approaches infinity, making it impossible to use hardware and software implementation [4], but it can be used as a basis for a variety of simulation models. Subsequently Jakes’ method and its derivatives are designed for deterministic sum-of-sinusoids (SoS) channel simulators [5]-[8], which have the advantage of simulation efficiency. However, these channel simulators still retain some undesirable properties. For example, the cross-correlation function (CCF) of any pair of underlying complex processes is generally not zero and the in-phase and quadrature components of each underlying complex process have different autocorrelation functions (ACF). To remedy the shortcomings of the deterministic channel simulators in [5]-[8], non-ergodic stochastic SoS channel simulators is proposed in [9]. By averaging over a large number of simulation trials, the developed stochastic channel simulators can approximate the desired statistical properties. However, relatively high computational complexity has to be paid for the channel simulators due to its non-ergodic stochastic nature [10]. Additionally, Pop and Beaulieu put forward to add random phase on each low frequency oscillator and eliminate the problem of stability in [11]. Based on this, the literature [12] has proved that the second-order statistical properties of the model are not consistent with the theoretical model.
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In this paper, an improved simulation is proposed for producing multiple uncorrelated Rayleigh fading waveforms without using large numbers of sinusoids for SoS channel simulators. The simulation results highlight the advantages of the improved channel simulator over other forms of channel simulators in both accurate reproduction of all the desired statistical properties of the reference model and efficient implementation.

II. Clarke Reference Model

It is well known that Rayleigh fading channel models, characterized by the complex Gaussian process $g(t)$, can be modeled and efficiently simulated using the SoS process

$$g(t) = \sum_{n=1}^{N} C_n e^{j[\omega_n t + \varphi_n]}$$  \hspace{1cm} (1)

Where $N$ is defined as the number of sinusoids, $C_n$ is called the gain, $\omega_n = 2\pi f_m$, $f_m$ is referred to as the maximum Doppler frequency that is related to the vehicle speed $v$ by $f_m = \frac{v}{\lambda}$, where $\lambda$ is the carrier wave length. $\alpha_n$ indicates the arrival angle of the incoming waves and the phases $\varphi_n$ is independent and identical distribution over $[-\pi, \pi]$.

In (1), the phase component and quadrature component are given by

$$g_r(t) = \sum_{n=1}^{N} C_n \cos(\omega_n t + \alpha_n + \varphi_n)$$  \hspace{1cm} (2)

$$g_i(t) = \sum_{n=1}^{N} C_n \sin(\omega_n t + \alpha_n + \varphi_n)$$  \hspace{1cm} (3)

Provided that $N$ is sufficiently large, the central limit theorem justifies that the components of $g(t)$ can be approximated as Gaussian random processes, whose mean value is zero and variance is one. Furthermore, the $C_n$ is normalized so that the ensemble average $\sum_{n=0}^{N} E[C_n^2] = 1$. Complex envelope $|g(t)|$ of Rayleigh distribution can be written as

$$f_{|g|^2}(t) = r \exp\left(-\frac{r^2}{2}\right), \hspace{0.5cm} r \geq 0$$  \hspace{1cm} (4)

It is reasonable that the waves can arrive from any direction with equal probability. Therefore, the probability density function (PDF) of the fading phase, $\psi(t) = \tan^{-1}[g_r(t), g_i(t)]$, is uniformly distributed over $[-\pi, \pi]$.

Eq. (1) has the following second-order statistical properties\[13\]

$$R_{g_r g_r}(\tau) = J_0(\omega_0 \tau)$$  \hspace{1cm} (5a)

$$R_{g_i g_i}(\tau) = J_0(\omega_0 \tau)$$  \hspace{1cm} (5b)

$$R_{g_r g_i}(\tau) = R_{g_i g_r}(\tau) = 0$$  \hspace{1cm} (5c)

$$R_{g_r}^2(\tau) = 2J_0^2(\omega_0 \tau)$$  \hspace{1cm} (5d)

$$R_{|g|^4}(\tau) = 4 + 4J_0^2(\omega_0 \tau)$$  \hspace{1cm} (5e)

where $J_0(\cdot)$ denotes the Bessel function of the first kind and zero-order. The first and second-order statistical properties of the reference model are discussed above, and an efficient simulation of the Rayleigh fading channel is needed to satisfy the above statistics properties.

III. Proposed Model

For simplicity, it will be assumed that at every point there are exactly $N$ component waves and these $N$ waves have the same amplitude. In addition, we assume that the transmitted radiation is vertically polarized. Likewise, the total field at any receiving points is also vertically polarized and is composed of the superposition of $N$ waves. This paper shows that the scattering model can be used to predict the statistical characteristics of the received signal at the antenna terminals. These characteristics include the probability distributions of amplitude and phase, correlation functions, the level cross rate and the average fade duration. In this section, an improved simulation model is proposed by reintroducing the randomness compared with Zheng’s model \[14\]. As we know, in cellular land mobile-radio systems, the radio signals will propagate in three dimensions. However, if the distance between the Base Station (BS) and Mobile Station (MS) is sufficiently large, the radio propagation environment is often modeled as occurring in a 2D plane. Furthermore, we assume that there are also $N$ independent fading waveforms, where $N=4M$, $M$ is the number of sinusoids in one quadrant. We adjust initial
phase as follows: \( \varphi_n = \phi_n + \frac{\pi}{2} \), \( \varphi_{n+M} = -\varphi_n \), \( \varphi_{n+2M} = -\phi_n + \frac{\pi}{2} \), and we also define the initial arrival phase as \( \alpha_n = \frac{2\pi n + \theta}{N} \), where \( \theta \) is uniformly distributed on \([-\pi, \pi)\). Therefore, (1) can be also written as shown:

\[
Z(t) = \frac{1}{N} \left\{ \sum_{n=1}^{M} e^{j(\alpha_n \cos n\omega t + \varphi_n)} + \sum_{n=M+1}^{2M-1} e^{j(\alpha_n \cos n\omega t + \varphi_n)} + \sum_{n=2M}^{M+N} e^{j(\alpha_n \cos n\omega t + \varphi_n)} \right\}
\]

\[
= \frac{1}{M} \left\{ \sum_{n=1}^{M} \cos (\omega_n t \sin \alpha_n + \varphi_n) + j \sum_{n=1}^{M} \cos (\omega_n t \cos \alpha_n + \varphi_n) \right\} \tag{6}
\]

The in-phase and quadrature components can be expressed as:

\[
Z_i(t) = \frac{1}{M} \sum_{n=1}^{M} \cos (\omega_n t \sin \alpha_n + \varphi_n) \tag{7}
\]

\[
Z_q(t) = \frac{1}{M} \sum_{n=1}^{M} \cos (\omega_n t \cos \alpha_n + \varphi_n) \tag{8}
\]

where \( \alpha_n = \frac{2\pi n + \theta}{N} \), \( n = 1, 2 \ldots M \). \( \varphi_n \), \( \phi_n \) and \( \theta \) are mutually independent and uniformly distributed over \([-\pi, \pi)\).

We have known that it is necessary to design a complex Gaussian random process to simulate flat fading channel. At any moment \( t \), \( Z_i(t) \) and \( Z_q(t) \) are composed of \( M \) random variables, each of them is independent and has the same mean and variance. According to the central limit theorem, \( Z_i(t) \) and \( Z_q(t) \) are Gauss random variables when \( M \) approaches infinity. The one-dimensional distribution of Complex envelope \( Z(t) \) is Rayleigh distribution. It can be expressed as:

\[
f_Z(r) = r \exp(-\frac{r^2}{2}) \tag{9}
\]

And the one-dimensional phase distribution is uniform distribution. It can be written as:

\[
f_\varphi(\varphi) = \frac{1}{2\pi} \tag{10}
\]

The detailed calculation processes of the correlation function are in Appendix A.

From above calculation results, we can know even when \( M \) is a finite value, \( R_{Z_i Z_i}(\tau) \), \( R_{Z_q Z_q}(\tau) \), \( R_{Z_i Z_q}(\tau) \) and \( R_{Z_q Z_i}(\tau) \) are also fully consistent with the values of the reference model. \( \bar{R}_{Z_i Z_i}(\tau) \) is also equal to the reference value when \( M \) tends to infinity.

The probability density functions of amplitude and phase indicate the characteristics of fading channel at different time. While the level cross rate (LCR) and the average fade duration (AFD) represent the changing level speed, which are two important second-order statistical properties.

The LCR, denoted here by \( N_A(r) \), provides us with a measure of the average number of crossings per second at which the envelope crosses a specified signal level \( r \) with positive slope. It is given by:

\[
N_A(r) = \int_0^\infty r p(R, \dot{r}) d\dot{r} = \sqrt{2\pi \max r} \exp(-r^2) \tag{11}
\]

where the dot indicates the time derivative and \( p(R, \dot{r}) \) is the joint density function of \( r \) and \( \dot{r} \) at \( r = R \). \( \rho \) is the ratio root mean square for level \( R \) and amplitude fading.

The AFD, denoted here by \( T_A(r) \), is the mean value for the length of all time intervals over which the signal envelop is below a specified level \( R \). Then the probability is:

\[
P_c(r \leq R) = \int_0^r P_c(r) d\rho = 1 - e^{-r^2} \tag{12}
\]

The average fade duration is:

\[
T_A = \frac{P_c(r \leq R)}{N_A(r)} \tag{13}
\]

Substituting (12) and (13) for (14), we get:
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\[ T_\mu(r) = \frac{e^{\omega r} - 1}{\sqrt{2\pi p_{\text{max}}}} \]

IV. Performance Evaluation

To evaluate the performance of the proposed fading model, simulations are carried out to generate 8 fading waveforms with the following parameters: \( M = 8 \), \( f_m = 15 \text{Hz} \) (corresponding to a carrier frequency of 900MHz and a vehicle speed of 60 km/h). And 5000 samples are generated for each waveform with the sampling rate 9.6KHz. In order to distinguish the models, the improved model and Zheng’s model are defined as Model I and Model II, respectively.

In Fig. 1, it can be seen envelope’s PDFs of proposed model and Zheng’s model are nearly to the Rayleigh distribution. The probability density functions of the fading waveform’s phase are also tested and the result is shown in Fig. 2, which shows that the phase probability density function of the proposed model is very close to the theoretical value compared with Zheng’s model.

We now investigate the performance of the different models in terms of their autocorrelation functions. From Fig. 3-Fig. 4, even though the number of sinusoids and the number of random trials are small, we can see that the autocorrelation functions of the in-phase and quadrature components of Model I are almost same as the theoretical Bessel function \( J_0(\omega_\mu \tau) \). Clearly, we can conclude that Model I performs better than Model II in spite of their same relative operational complexity.

Two important statistical properties of the simulated fading waveforms are also evaluated. Compared with theoretical values and Zheng’s, it can be verified that the curve of the improved model fit the reference curve better than the Zheng’s from Fig. 5-Fig. 6.
V. Conclusions

In this paper, an improved sum-of-sinusoid based on channel simulators has been presented, which is available in the literature for simulating flat-fading Rayleigh fading mobile-radio channels. By use of arrival angle arrangement and appropriately chosen incident wave phases, the in-phase and quadrature components in any fader are dependent and they also have almost identical functions. Higher order statistical properties that are superior to Zheng’s including LCR and AFD have been analyzed, which can be helpful for coding scheme and interleaving depth. Furthermore, such a channel simulator that can be extended to frequency-selective channels would play an important role in the design of measurement based channel simulators. Hence the channel simulator can be applied to a wide range of different propagation environments.

Appendix a Derivation of Correlation Function

The autocorrelation function of the in-phase component is as follows

\[
R_{X,Y}(\tau) = E[X(t) \cdot X(t+\tau)] = \frac{2}{M} \sum_{n=1}^{M} \sum_{i=1}^{M} E\left[ \cos(\omega_i \tau \sin \alpha_n + \varphi_i) \cdot \cos(\omega_j \tau \sin \alpha_i + \varphi_j) \right]
\]

Similarly, we can get the autocorrelation function of the quadrature component

\[
R_{X,Y}(\tau) = J_0(\omega_i \tau) \tag{16}
\]

As we all know, the in-phase and quadrature components in any fader of effective simulation models should be independent. That is to say, the computational result of cross-correlation function between in-phase and quadrature components should be zero. Now we adopt similar operations to derivate the calculation process as follows

\[
R_{X,Y}(\tau) = E\left[ X(t) \cdot X(t+\tau) \right] = \frac{2}{M} \sum_{n=1}^{M} \sum_{i=1}^{M} E\left[ \cos(\omega_i \tau \sin \alpha_n + \varphi_i) \cdot \cos(\omega_j \tau \cos \alpha_i \sin \alpha_j + \varphi_i) \right] = \frac{2}{M}
\]

\[
\sum_{n=1}^{M} E\left[ \cos(\omega_i \tau \sin \alpha_n + \varphi_i) \cdot \cos(\omega_j \tau \cos \alpha_i \sin \alpha_j + \varphi_i) \cdot \cos(\omega_j \tau \cos \alpha_i \cos \alpha_j + \varphi_i) \cdot \sin(\omega_j \tau \cos \alpha_i \cos \alpha_j + \varphi_i) \sin(\alpha_i \cos \alpha_j) \right] = 0
\]

After similar calculation, we can also get

\[
R_{X,Y}(\tau) = 0 \tag{18}
\]

The complex envelope autocorrelation function of the improved model is as follows

\[
R_{Z,Z}(\tau) = E\left[ Z(t) \cdot Z(t+\tau) \right] = E\left[ \left( Z_i(t) + jZ_j(t) \right) \cdot \left( Z_i(t+\tau) + jZ_j(t+\tau) \right) \right]
\]

\[
= E\left[ Z_i(t)Z_i(t+\tau) + jE\left[ Z_i(t)Z_j(t+\tau) \right] + jE\left[ Z_j(t)Z_i(t+\tau) \right] - jE\left[ Z_j(t)Z_j(t+\tau) \right] \right] = 2J_0(\omega_i \tau) \tag{19}
\]

The autocorrelation of the squared envelope is

\[
R_{\text{I}I}(\tau) = E\left[ Z_i^2(t)Z_i^2(t+\tau) + E\left[ Z_i^2(t)Z_j^2(t+\tau) \right] + E\left[ Z_j^2(t)Z_i^2(t+\tau) \right] + E\left[ Z_j^2(t)Z_j^2(t+\tau) \right] \right] \tag{20}
\]

Where

\[
E\left[ Z_i^2(t)Z_j^2(t+\tau) \right] = \frac{4}{M^2} E\left[ \sum_{n=1}^{M} \cos(\omega_i \tau \sin \alpha_n + \varphi_i) \cdot \sum_{n=1}^{M} \cos(\omega_j \tau \sin \alpha_n + \varphi_j) \right] \cdot \sum_{n=1}^{M} \cos(\omega_i \tau \sin \alpha_n + \varphi_i) \cdot \sum_{n=1}^{M} \cos(\omega_j \tau \sin \alpha_n + \varphi_j) \tag{21}
\]
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It can be divided into four kinds of situations as follows

\( n = i = p = q \)

\[
E[Z_i^*(t)Z_j^*(t+\tau)] = \frac{4}{M^2} \sum_{n=1}^{M} E[\cos^2(\omega_i t \sin \alpha_n + \varphi_n) \cdot \cos^2(\omega_j (t+\tau) \sin \alpha_n + \varphi_n)]
\]

\[
= \frac{4}{M^2} \sum_{n=1}^{M} \left[ \frac{1+\cos(2\omega_i t \sin \alpha_n + 2\varphi_n)}{2} + \frac{1+\cos(2\omega_j (t+\tau) \sin \alpha_n + 2\varphi_n)}{2} \right]
\]

\[
= \frac{1}{M} \sum_{n=1}^{M} \left[ \frac{1}{2} + \frac{1}{2} E[\cos(2\omega_i t \sin \alpha_n)] \right] = \frac{1}{M} \left( M + \frac{1}{2} M \cdot J_0(2\omega_i \tau) \right) = \frac{1}{M} + \frac{1}{2} M J_0(2\omega_i \tau)
\]

\( (2) \)

\( n = i, p = q, n \neq i \)

\[
E[Z_i^*(t)Z_j^*(t+\tau)] = \frac{4}{M^2} \sum_{n=1}^{M} E[\cos(\omega_i t \sin \alpha_n + \varphi_n) \cdot \cos(\omega_j (t+\tau) \sin \alpha_n + \varphi_n)]
\]

\[
\sum_{n=1}^{M} E[\cos^2(\omega_j (t+\tau) \sin \alpha_n + \varphi_n)] \cdot \sum_{n=1}^{M} E[\cos^2(\omega_j (t+\tau) \sin \alpha_n + \varphi_n)] = \frac{4}{M^2} \sum_{n=1}^{M} \frac{1}{2} M = 1
\]

\( (23) \)

\( (3) n = p, i \neq q, n \neq i \)

\[
E[Z_i^*(t)Z_j^*(t+\tau)] = \frac{4}{M^2} \sum_{n=1}^{M} E[\cos^2(\omega_i t \sin \alpha_n + \varphi_n) \cdot \cos(\omega_j (t+\tau) \cos \alpha_n + \varphi_n)]
\]

\[
= \frac{4}{M^2} \sum_{n=1}^{M} \left[ \frac{1}{2} J_0(\omega_j \tau) \right] \cdot \sum_{n=1}^{M} \left[ \frac{1}{2} J_0(\omega_j \tau) \right] = J_0^2(\omega_j \tau)
\]

\( (24) \)

\( n = q, i = p, n \neq i \)

Similar to the third case, one can prove

\[
E[Z_i^*(t)Z_j^*(t+\tau)] = J_0^2(\omega_i \tau)
\]

\( (25) \)

Therefore, from the above four kinds of circumstances, we can come to the conclusion

\[
E[Z_i^*(t)Z_j^*(t+\tau)] = \frac{1}{M} + \frac{1}{2} M J_0(2\omega_i \tau) + 1 + 2J_0^2(\omega_i \tau)
\]

\( (26) \)

Using the same procedures shown above, we can obtain the following results

\[
E[Z_i^*(t)Z_j^*(t+\tau)] = \frac{1}{M} + \frac{1}{2} M J_0(2\omega_j \tau) + 1
\]

\( (27) \)

and

\[
E[Z_i^*(t)Z_j^*(t+\tau)] = \frac{1}{M} + \frac{1}{2} M J_0(2\omega_j \tau) + 1
\]

\( (28) \)

Therefore, we can get

\[
R_{f_{HF}}(\tau) = 4 + 4J_0^2(\omega \tau) + \frac{4 + 2J_0(2\omega \tau)}{M}
\]

\( (29) \)

References


