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Abstract: Regression testing value is optimized by reducing subsets of check cases from a check suite while 

notcompromising the check demand. Researchers have given varied test-suite reduction techniquesmistreatment 

coverage metrics and greedy search algorithms. Besides greedy algorithms, optimizationbasedalgorithms have 

contend a significant role in check suite reduction. consequently, we tend todeveloped a brand new optimisation 

rule, rule to handle the variety drawback in generating newsolutions whereas finding the optimum check cases. 

Here, a fitness operate is developed to pick the checkcases optimally through the rule mistreatment 2 

constraints, satisfying the complete check demand andminimizing the value live. The planned rule is 

experimented with 5 programs from SIR mistreatment fourcompletely different analysis metrics. The empirical 

study on the performance of the rule is analyzed withvaried parameters and therefore the comparison is 

completed with the greedy–based rule and thereforethe pulsation Genetic Search (SGS) rule. The experimental 

outcome showed that the planned rule 

outperformed the present rule in reaching the marginal value necessities 
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I. Introduction 
The software applications in Banking, Medicaland Commercial Applications are subjected toextremely 

intricate verification and validationprocedures which involve some different tasks[1]. One of the validation 

procedure which helpsin improving the quality of the software issoftware testing and is the most important 

methodwhich guarantees the quality of the developingsoftware. Recently, Regression testing is the mostoften 

used maintenance process hichrevalidates the modified software. As the size ofthe test suite grows, the cost of 

regression testingincreases. It happens because as the software ismodified, the new test cases are added to 

testchanged requirements. Test-suite size problem isaddressed by two approaches namely test-suitereduction 

and test selection. Test-suite reductionis also known as test set minimization algorithms[3] which identify the 

minimized test suite thatprovides the same coverage of the software as theoriginal test-suite. In test-suite 

selection, a subsetof the test suite that will execute code or entitychanges is selected by the test 

selectionalgorithms..EIrreplaceability is a recent metricthat enables decrementing the number of testcases 

through greedy search algorithm [2]. 

The approaches presented in the literature fortest suite reduction are classified into four majortypes, i) 

Measure based test suite reduction, ii) 

Greedy search-based test suite reduction, iii) 

Optimization-Search based test suite reductionand iv) Multi-Objective-based test suitereduction. In 

measure based test suite reduction,coverage-based variants are widely applied aslike [2, 3, 17, 18] for test suite 

reduction. Thegreedy search based techniques are utilized thedifferent criteria and constraints to find theoptimal 

test suite as like [6, 15]. In optimizationbased testing, genetic algorithm,PSO algorithmis widely applied for test 

suite reduction. Thegenetic algorithm-based test suite reduction canbe found in [5, 19, 23, 24, 25].In this work, 

we bring an optimization algorithmcalled, PBAT (Poly BAT) algorithm to select testcases optimally with the 

constraint that test suiteshould satisfy all the test requirements.. At first,initial solutions are generated randomly 

with theconstraint that selected test cases in each andevery solution should satisfy the entire testrequirement. 

Then, fitness is evaluated using thetotal cost which is the aggregated execution timeof all the selected test cases. 

The solution setwhich has the minimum aggregated cost measureis then selected as the best solution set with 

thehelp of the proposed PBAT algorithm, 
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II. Related Works 
EIrreplaceability metric is incorporated with theexisting test case metric Ratio using the wellknowntest 

suite reduction algorithms, such asGreedy, GRE, and HGS. This method attains alow cost test reduction strategy 

to yield a highlevel of test coverage. Reetika Nagar et al.proposed hybrid Particle Swarm Optimization 

(PSO) algorithm for test suite reduction [26]. Thismethod is effective in choosing the minimum setof test cases 

that possess the possibility of thefaults and bugs for which it takes minimum time.Martín Pedemonteaet al. [28] 

proposed aSystolic Genetic Search (SGS) algorithm to solvethe real-world problem like the Test 

SuiteMinimization Problem (TSMP) existing in thefield of software engineering. This algorithmserves as a best 

method and it is highly effectivemethod for the TSMP with the xcellent scalablebehavior. Irreplaceability and 

EIrreplaceabilityfor test suite reduction were introduced. Thereduction of the test suite is done with thesemetrics 

and greedy search algorithm which is oneof the popular algorithms for the search processThe objective of this 

research is to develop aneffective test suite reduction approach forregression testing using an 

optimizationalgorithm called BAT algorithm [27]. Thisalgorithm aims to overcome the challengesdiscussed 

above and reduce the test suiteoptimally without compromising the testrequirements. 

 

3-1 Representation Of Test Pool 

A test case is a set of instructions which processinput variables required by the software toproduce 

desired results and test case requirementis a specific software function, loop or branchHere, the test case 

requirement is branchcoverage and the output provided specifieswhether the given test case covers the 

specificbranch or not. Let us assume that the number oftest case for the algorithm is d and number of 

testrequirement is m . Then, test pool can berepresented as, P = {cij; 0˂ i ˂d ; 0 ˂ j ˂ m} . cijmay be zero or one 

based on the requirementsatisfied by the test cases. Every value in Psignifies whether the corresponding test 

case cansatisfy the corresponding test requirement. Thecost value of each test case ci is computed byfinding the 

execution time of the test case. So, the 

cost vector for all the test cases can be indicatedas, 
CT= { yi; 0˂ i ˂d } 
 

3-2 Test Suite Reduction 

The test suite reduction is carried out in thispaper that satisfies two constraints, such as, i)satisfying all 

test requirements, ii) Minimizingthe cost value. Let PR be the selected test suiteand x be the number of test cases 

removed. Then,the test suite reduction problem with costminimization is formulated as the following 

objective 

PR = {ckj; 0˂ k ˂d-x ; 0 ˂ j ˂ m} 

 

 
3-3 Pbat Search Algorithm 

 

3-3 Pbat Search Algorithm 

Initialization: Let us assume that n bats arerandomly initialized their positions within thesearch space as, bp=b 

p1,bp2, ,bpqwhere p=1,2,...,n 

andq is the dimension of the solution whichsignifies the number of test cases taken foroptimization. The 

variables such as, loudness A,pulse rate r, iteration t,minimum frequency,maximum frequency Qmax and 

velocity Vi 

tareinitialized. 

Evaluation: Every bat is then evaluated withfitness function and the best one having minimumfitness is stored 

as, xb 
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Where, is a random value which is used to updatethe frequency of the bat using Qmin and Qmax . 

Itranges between -1 to 1.The frequency Qi is thenutilized to update the velocity of the bats (vit )using the best 

position of the bats xb.Accordingly, the above equation of velocity canbe written as, vit = vit- 1 α *Qi (xit - xb 

+β( U- xb*Qi)) 

 

 
 

Figure 1 means that the test cases selectedthrough this solution encoding procedure is 1, 3,4 and 6. In 

PBAT algorithm, bat population isrepresented as, bpq: 0 p n ; 0 q d . Here, n is thenumber of bats considered 

and d is the dimensionof the solution or number of test cases 
 

 
Fig1 representation of BAT algorithm 

 

Fitness evaluation:The fitness of every bat(solution) is evaluated using the fitness function,F(bp) . This 

function computes the total cost ofthe selected test cases through the solution bponlyif the selected test cases can 

satisfy the entire testrequirement. 
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PBAT algorithm: The input for the PBATalgorithm is test pool P and cost vector CT. Table1 shows the 

inputs test pool P and cost vector CTof the PBAT algorithm. The variables areinitialized as, n =5, t =2; A =0.5, r 

=0.5,Qmin =0;Q max =1; d =7. Table 3 shows the initialization ofx, Q and v. In the first iteration, for �=- 

0.35,∝=0.8, �=0.2, frequency, velocity andposition values are updated which is shown inTable 5. Then, fitness 

is computed for everysolution of x: Fitness(x(1))=∞ ; Fitness(x(2))=∞ 

; Fitness(x(3))=∞ ; Fitness(x(4))=∞ ; 

Fitness(x(5))=∞ . We obtained no solutionswhich satisfies the entire test requirement. So,again, x (1) is taken as 

best solution and is givenin Table 6 at the end of first iteration. In thesecond iteration, for� =0.35, �=0.8, 
�=0.2,frequency, velocity and position values areupdated as shown in Table 7. Then, fitness iscomputed for 

new solution of x values: 

Fitness(x(1))=∞ ; Fitness(x(2))=47; 

Fitness(x(3))=∞ ; Fitness(x(4))=∞ ; 

Fitness(x(5))=∞ . At the end of second iteration,the minimum fitness is obtained for x (2). So, weselected x (2) 

as the best solution, shown in Table8. After finishing two iterations, the selected testcases through best solution 

are (c1j, c2j, c4j, c5j,and c7j) and requirements solved are (ci1, c i2,ci3, ci4, ci5, ci6, ci7). The total cost 

required is47 (1+2+11+23+10) which is obtained by doingthe summation of all the cost values of selectedtest 

cases. 

 
Table: 2 Test Pool P and Cost Vector CT 

 
 

Table : 3 Initialization of X , Q and V 

 

 
Table 4 Best Solution From Initialization 
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Table 5 Updated value of x,y,Q and v after Iteration 1 

 

 

Table 6 Best solution after Iteration 1 

 

 
Table 7 Updated value of x,y,Q and v after Iteration 2 

 

 

 
Table 8 Best solution after Iteration  

 
 

 

III. Results And Analysis 
5-1 Experimental Setup 

The proposed PBAT algorithm is implementedusing Java 1.7 with NetBeans IDE 7.3. 

Theexperimentation is conducted on Windows 7machines with Intel Core Duo processors and 2GB of memory. 

At first, required no of test casesare generated randomly through a syntheticprogram. Once we generate test 

cases for asubject program through synthetic program,branch coverage and cost is computed byapplying test 

case to the corresponding subjectprogram. 

 

 

5-2 Performance Evaluation 

Figure 3. presents the SCR graph for variousvalues of minimum frequency. When theminimum 

frequency is increased from 0 to 0.4,the value of the median program is found todecrease from 85.33 to 71.81. 
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The value of thePBAT using SCR for the elevator programs is90.37, 92.69, 93.28, 94.64, and 92.99 when 

theminimum frequency value increases as 0, 0.1, 0.2,0.3, and 0.4 respectively. Likewise, the value ofthe trityp 

programs using the proposed TBAT andSCR is 9.66, 78.09, 87.22, 10.94, and 90.46respectively with the 

increasing minimumfrequency value from 0 to 0.4. Figure 4.shows theperformance of PBAT using SCR for 

variousvalues of maximum frequency. The maximumfrequency is varied as 0.6, 0.7, 0.8, 0.9, and 1 forall the 

programs like the median, elevator, trityp,Apollo, and pool3. The value of the medianprogram using the TBAT 

with the SCR reaches84.34 from 91.31, elevator programs reaches93.36 from 99.94, trityp attains 85.58 from 

99.93,Apollo program attains 40.33 from 99.99, andpool3 attains 99.69 from 99.99. Figure 5. Showsthe 

performance of TBAT using SCR for variousvalues of loudness. The value of loudness usedfor analysis is 0.2, 

0.4, 0.6, 0.8, and 1respectively. The SCR value of the medianprogram when the loudness is 0.2 is 93.45, 

76.84for 0.4, 48.66 for 0.6, 27.27 for 0.8, and 70.33for 1 as loudness 

 

 
Figure 3 Performance of PBAT using SCR, a) for various numbers of bats b) for variousminimum frequency 

 

 
Figure 4 Performance of PBAT using SCR, a) for various maximum frequency b) for variouspulse 

rate 
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Figure 5 Performance of PBAT using SCR, a) for various loudness b) for various iterations 

 
5-3 Analysis 

Test pool is directly given to the algorithms,PBAT, Systolic Genetic Search [28] and 

GreedyEIrreplaceability. The ultimate aim of thesealgorithms is to select test cases which shouldsatisfy all the 

test requirements. Accordingly,the test suite is reduced by both the algorithmsand the cost for all the selected 

test cases arecomputed and shown in Table 9. The total costfor the proposed PBAT algorithm is 30.32 msecfor 

median program as compared to the value of66.7 for the existing algorithm. PBAT achieved89.2% improvement 

in the variance of 1% ascompared with the existing algorithm whichimproves only 76.2% in the variance of 5%. 

Theproposed PBAT obtained SCR values of 93.7%,99.44%, and 99.5% for trityp, apollo and pool3programs 

 

 
Table 9 Reduction capability of algorithms (in msec) for input threshold of 0.75 

 
IV. Conclusion 

PBAT algorithm is to minimize the cost ofregression testing. This algorithm wasdeveloped to handle 

the diversity problem ingenerating new movements of bats to reach theoptimal solution easily. The 

minimizationfunction developed here to improve the speedof convergence contains two constraints,satisfying 

the entire test requirement andminimizing cost measure. In the proposedPBAT algorithm, initial solutions are 

generatedrandomly and fitness is evaluated using theproposed minimization function. Thegeneration of the new 

solution set is done bythe proposed formula to reach the minimumcost function faster than greedy-

basedalgorithms. The performance of the proposedPBAT algorithm is extensively analyzed withdifferent 

parametric values to understand thebest parameters of the proposed algorithm intest suite reduction. 
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