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Abstract: The computational cost in terms of computation time and memory utilization of various techniques in 

the development of face recognition applications is a major challenge. The fundamental properties of high 

dimension exhibited by face images leads to superfluous information that instigates computational burden in 

term of processing speed and memory usage. Support Vector Machine despite being a wonderful face 

recognition technique due its generalization capability and high theoretical background of classification 

accuracy consumes large amount of time and memory: a major setback in its implementation in real world 

applications. Consequently, a hybrid cultural algorithm is proposed to reduce the computational cost of SVM in 

face recognition applications. Cultural Algorithm optimises the parameter of SVM to lessen the computation 

requirement. The experimental results reveal that the proposed technique does not only improves the efficiency 

of SVM but also makes it less computationally expensive in terms of both computation time and memory 

utilization. 
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I. INTRODUCTION  
Face recognition is an effective research area which has provoked the interest of researchers from 

psychology, neuroscience and image processing to computer vision. Furthermore, it is also regarded as an 

important biometric technique that identify people by “who they are” and not by “what they have” or “what they 

know” [1]. Similarly, face recognition is referred to as a machine learning process where the high dimensional 

features of subject are received to provide the identity of subject [31]. It is an active area mainly due to 

increasing security demands and its potential commercial and law enforcement applications. The last decade has 

shown dramatic progress in this area, with emphasis on such applications as human-computer interaction (HCI), 

biometric analysis, content-based coding of images and videos, and surveillance [2]. Computational models of 

face recognition are interesting because they can contribute not only to theoretical knowledge but also to 

practical applications [29]. The rapid development of face recognition systems is due to a combination of 

factors: (1) Active development of algorithms, (2) The availability of a large databases of facial images, and (3) 

A method for evaluating the performance of face recognition algorithms [5]. 

Face recognition is a pattern recognition problem with high space and time complexity due to the fact 

that face images have an inherent property of high dimension; pixels are highly correlated, leading to redundant 

information which causes computational burden in terms of processing speed and memory utilization [4]. 

Several techniques have been developed and adopted with the aim of developing a robust and a computationally 

efficient face recognition system. Consequently, these techniques are not only computationally expensive but 

require a high degree of correlation between the test and training images, and do not perform effectively under 

large variations in pose, scale and illumination, etc. [3].  

There is always issues with computational cost most especially when the database contains a large 

number of images. If it took too much time to recognize face when database is large, it is discouraged from 

further development. Due to high complexity and computation cost it is hard to apply most of these technologies 

in a real-time face recognition system. Most of the prevailing methods have high computational complexity and 

the re-rendering image has poor quality. So, there are many issues to be solved before it can be applied to 

commercial or law enforcement applications [6]. 

Support Vector Machine (SVM) by the virtue of its strong theoretical foundations and a good 

generalization capability performed effectively in face recognition applications. SVM is a machine learning tool 

that is based on the idea of large margin data classification. Standard implementations, though provide good 
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classification accuracy, are slow and do not scale well. Hence, they cannot be applied to large-scale data mining 

applications that involves images. They typically need large number of support vectors. Therefore, the training 

as well as the classification times are high [7]. Furthermore, SVM can also be viewed as a way to train 

polynomial neural networks or Radial Basis function classifiers [6]. Training the SVM involves solving a 

quadratic optimization problem which requires the use of optimization routines from numerical libraries. This 

step is computationally intensive, can be subject to stability problems and is non-trivial to implement [8].  

Cultural algorithms (CAs) are a class of evolutionary algorithms (EAs) that were developed based on 

the concept of cultural evolution [9]. The use of knowledge by CA makes it to have an advantage of hybrid 

approach to problem solving, fast convergence speed and the global optimizing ability than other evolutionary 

algorithms. Since Cultural Algorithm supports hybrid approach to problem solving; this paper proposes a hybrid 

cultural algorithm involving Particle Swamp Optimization (PSO) i.e. Culture Particle Swamp Optimization 

(CPSO) to reduce the computational cost of SVM. 

  

II.  LITERATURE SURVEY 
2.1   Cultural Algorithms 

 

Cultural Algorithms are computational models of cultural evolution. It provides a framework to 

accumulate and communicate knowledge so as to allow self-adaptation in an evolving model and also 

encompasses the scales of the other approaches so should be able to solve their types of problems as well. The 

cultural algorithm components consist of a belief space and a population space which interact through a 

communication protocol [12]. The population space provides a fundamental base in which individuals reside 

and interact and also could accommodate any population-based evolutionary computation model such as 

Genetic Algorithms, Evolutionary Programming, Genetic Programming, Differential Evolution, Immune 

Systems [10]. The belief space is a data vault where the individual can keep their experience for alternate 

individual to learn them by implication. Adding a central knowledge (belief space) to any search evolutionary 

Algorithm like Evolutionary Programming (EP), Genetic Programming (GP) etc. becomes a Cultural Algorithm. 

Figure 1 depict the framework of Cultural Algorithm. Introducing PSO to search the population space of Culture 

Algorithm form a hybrid Cultural Algorithm named Culture Particle Swamp Optimization (CPSO). This 

combine the fast convergence speed of PSO with the global optimizing ability of CA.  

 
Figure 1: Framework of Culture Algorithm 

2.2   Support Vector Machine  

Support Vector Machines (SVM) are classification and regression methods which have been derived 

from statistical learning theory [14]. The concept is based on optimal linear separating hyperplane that is fitted 

to the training patterns of two classes within a multi-dimensional feature space. The optimization problem that 

has to be solved relies on structural risk minimization and is aiming at a maximization of the margins between 

the hyperplane and closest training samples. Support vector machine method classifies both linear as well as 

non-linear data. It transforms the data into higher dimension. The SVM finds hyperplane using support vectors 

and margin define by support vector. The data transform into dimension equals to the number of attribute in 

data. Hyperplane with maximum margin is classifying the data with high accuracy. There is high classification 

accuracy of support vector machine [11].  
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Given a training set of instance-label pairs (𝑥𝑖 , 𝑦𝑖), 𝑖 = 1,  2,  .  .  . , 𝑙, where 𝑥𝑖 ∈ 𝑅𝑛 and ∈ 𝑦 ∈ {1, −1}𝑙, the 

support vector machines (SVM) ([13][14]) require the solution of the following optimization problem [15]: 

 

                  min
𝑤,𝑏,𝜉

      
1

2
 𝒘𝑻𝒘  + 𝐶 ∑ 𝜉𝑖

𝑙

𝑖=1

                     

   𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜      𝑦𝑖(𝒘𝑻𝜙(𝑥𝑖) + 𝑏) ≥ 1 − 𝜉𝑖  

                                                                                  𝜉𝑖 ≥ 0.                                                            (1) 

From above the training vectors 𝑥𝑖 are mapped into a higher dimensional space by the function 𝜙. SVM finds a 

linear separating hyperplane with the maximal margin in this higher dimensional space. 𝐶 > 0 is the penalty 

parameter of the error term. Moreover, 𝐾(𝑥𝑖 , 𝑥𝑗) ≡ 𝜙(𝑥𝑖)
𝑇𝜙(𝑥𝑗) is called the kernel function. Despite the fact 

that new kernels are being proposed by new researchers, SVM uses for basic kernels [15]: 

 Linear : 𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑥𝑖
𝑇𝑥𝑗        (2) 

 Polynomial: 𝐾(𝑥𝑖 , 𝑥𝑗) =  (𝛾𝑥𝑖
𝑇𝑥𝑗 + 𝑟)

𝑑
, 𝛾 > 0.     (3) 

 Radial Basis Function (RBF) : 𝐾(𝑥𝑖 , 𝑥𝑗) = exp (−𝛾‖𝑥𝑖 − 𝑥𝑗‖
2

) , 𝛾 > 0.   (4) 

 Sigmoid: 𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑡𝑎𝑛ℎ(𝛾𝑥𝑖
𝑇𝑥𝑗 + 𝑟)       (5) 

              Where  𝛾, 𝑟, and 𝑑 are kernel parameters. 

 

 Kernel functions are used to efficiently map input data that may not be linearly separable to a high 

dimensional feature space where linear methods can then be applied [16]. Previous research work from [18] [17] 

showed optimal performance with the polynomial kernel, which lead to this experiment adjusting the degree of 

the polynomial to try to increase accuracy. For the binary classification case, the optimal hyperplane was a line, 

independent of the polynomial degree. 

 

The biggest difficulties in setting up the SVM model are choosing the kernel function and its parameter values. 

If the parameter values are not set properly, then the classification outcomes will be less than optimal [19]. In 

complex classification domains, some features may contain false correlations, which impede data processing. 

Moreover, some features may be redundant, since the information that they add is contained in other features. 

Redundant features can lengthen the computational time, influencing the classification accuracy. Hence, the 

classification process must be fast and accurate using the minimum number of features, which is a goal 

attainable through the use of feature selection. Feature selection has been applied to enhance classification 

performance, and to reduce data noise [20–22]. 

 

If the SVM is adopted without feature selection, then the dimension of the input space is large and non-clean, 

lowering the performance of the SVM. Thus, the SVM requires an efficient and robust feature selection method 

that discards noisy, irrelevant and redundant data, while still retaining the discriminating power of the data. 

Features extracted from the original data are adopted as inputs to the classifiers in the SVM [28]. 

 

2.3    Related Works  

 Getta et al. [23] proposed real-time facial expression system using Support Vector Machine (SVM). 

The application of SVM on two expression class (neutral and smile) gave a recognition rate of 98.5%. However, 

the training and recognition times are high. 

Abdulaeer et al. [26] proposed a novel technique based on adaptive accelerated particle swarm 

optimization (AAPSO) to optimise the parameter of SVM in both face and iris recognition application. The 

proposed technique is aimed at overcoming the computational cost in terms of processing speed and memory 

utilization. The performance of the system was evaluated against the existing PSO-SVM technique. The result 

obtained shows that shows that the proposed technique (AAPSO-SVM) outperforms the existing PSO-SVM. 

Furthermore, the result of the 𝑡-test values for the recognition accuracy measured between AAPSO-SVM and 

PSO-SVM face recognition techniques shows that the proposed technique (AAPSO-SVM) is statistically 

significant and with the 𝑡-test result 𝑃 < 0.05 at 𝑃 = 0.0265. The AAPSO uses less computational time to 

perform the optimization process compared with the conventional PSO.  

Xiao-ming [24] applied magnitude of Gabor and PCA on ORL database to extract facial features and 

SVM for classification. The SVM technique reported recognition rate of 99.5% i.e. 0.005 error rate. Similarly, 

Li Xianwei [25] achieved a recognition rate of 85% i.e. 0.25 error rate on the ORL database with the application 

of PCA for feature extraction and SVM for the classification of the features. Also, Amjath Fareeth Basha [27] 

proposed a face recognition system based One-Dimensional (1D) Continuous wavelet transform (CWT) and 

SVM. The proposed technique achieved percentage recognition accuracy of 98 % on the ORL database. Despite 
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the good classification performance SVM in [24] [25] [27] the major drawback in the application of the above 

techniques on ORL data is the fact they it computationally expensive in terms of both training and recognition 

time as well as memory utilization.   

 

III.  METHODOLOGY 
The steps in the development of the technique in this study include; image acquisition, image pre-

processing, feature extraction, feature selection and parameter optimization, and feature Classification. The 

scheme of the proposed techniques is shown in Figure 2 below.  

 
Figure 2: Scheme of the Proposed Techniques 

  Figure 3 depict an interactive Graphic User Interface (GUI) application developed with a real-time 

database using MATLAB R2012a version on Windows 7 Ultimate 64-bit operating system, Intel®Pentium® 

CPU T4500@2.30GHZ Central Processing Unit, 4GB Random Access Memory and 500GB hard disk drive. 

The performance of the techniques on trained and recognized faces was measured against computation time 

(training and recognition) and memory utilization.  

 

 
 

Figure 3: Graphic User Interface (GUI) Application 
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3.1 Image Acquisition  

The images used in this study involves a black African Local Database (LOCDAT). This database has 

240 facial expression images taken with a Canon digital camera of default size 1200 x 1200. The face images 

were downsized into a 100 x 100, 150 x 150, 200 x 200 and 250 x 250 pixel. The training phase used One 

hundred and seventy-five (175) of those images while the testing phase used Sixty-five (65) of the images.  

3.2 Image Pre-Processing 

The acquired images were pre-processed by cropping the region of interest, conversion of the coloured 

image to grayscale i.e. from 3D to 2D for time and space management and normalized using histogram 

equalization for enhancement.  

3.3 Feature Extraction 

Principal Component Analysis (PCA) is a statistical technique that can be utilized for prediction, 

removal of redundancy, data compression, feature extraction, image recognition etc [30]. PCA serves as a 

feature extraction component employed in this study to extract facial features that are critical for classification. 

It was applied to achieve feature dimensionality reduction to form Eigen faces and face vector from the pre-

processed image.  

3.4 Feature Selection 

CPSO was applied to select optimal feature sub set from the entire features extracted by PCA to further 

reduce its dimension. The application of CPSO optimises the parameter of SVM to increase it convergence 

speed and minimise its error. The algorithm steps for CPSO is described step-by-step as follows [32]. 

Step 1: Initialization of parameter and generation of particles 

             Particles (𝑃𝑖) with random positions and velocities are created within the range [0,1]. 

Step 2: Creation of initial belief space 

             Belief space (𝐵𝑠) was initially created as an empty set. 

Step 3: Fitness Computation of each particle 𝑷𝒊   

            The fitness value of each of the particles was computed using (6); to evaluate the performance of each 

particle. 

                                                                  𝐹 = √
1

𝑁
∑(∅𝑖 − ∅̅𝑖)

2
𝑁

𝑖=1

                                                     (6)   

Where ∅𝑖 represents the ith model output; ∅̅𝑖 represents the ith desired output, and N represents the number of 

input data. 

Step 4: Determine and update the current local best position 𝑳𝑩𝒆𝒔𝒕  and global best position 𝑮𝑩𝒆𝒔𝒕 using 

equation (7)  

𝐿𝐵𝑒𝑠𝑡(𝑡 + 1) = {
𝑃𝑖(𝑡)   ,      if 𝐹(𝑃𝑖(𝑡)) <  𝐹(𝐿𝐵𝑒𝑠𝑡(𝑡))

𝐿𝐵𝑒𝑠𝑡(𝑡),   if 𝐹(𝑃𝑖(𝑡)) ≥  𝐹(𝐿𝐵𝑒𝑠𝑡(𝑡))
 

  

                                𝐺𝐵𝑒𝑠𝑡(𝑡 + 1) =  arg min
𝐿𝐵𝑒𝑠𝑡

𝐹(𝐿𝐵𝑒𝑠𝑡(𝑡 + 1)),  1 ≤ 𝑖 ≤ 𝐼.      (7) 

Step 5: Apply the acceptance function and adjust the belief space 𝑩𝒔 . 
             Equation (8) determines the number of particles that will be used to adjust the belief space while 

equation (9) determines the interval of the belief space. 

                                     𝑁𝑎𝑐𝑐𝑒𝑝𝑡𝑒𝑑 = 𝑛% × 𝐼 +  
𝑛%

𝑡
 × 𝐼                    (8) 

Where n% is a parameter that is set by the user, I is the number of particles, and t represents the tth generation.  

          𝐼𝐵𝑠 = [𝑙𝑤 , 𝑢𝑝] = {𝑝|𝑙𝑤 ≤ 𝑝 ≤ 𝑢𝑝, 𝑝 ∈ 3𝑖}        (9) 

Where 𝑙𝑤 is the lower bound on belief space  𝐵𝑠 and 𝑢𝑝 is the upper bound on belief space  𝐵𝑠. 𝑙𝑤 and 𝑢𝑝 are 

determined using (10): 

 

        𝑙𝑤 = {
𝑃𝑖       if 𝑝𝑖 ≤  𝑙𝑤 

𝑙𝑤 ,         otherwise
                  𝑢𝑝 = {

𝑃𝑖,       if 𝑃𝑖 ≥  𝑢𝑝 

𝑢𝑝,         otherwise
                                  (10) 

 

Step 6: Apply influence function to generate new particle swarm. 

             Based on the updated  𝐿𝐵𝑒𝑠𝑡 , 𝐺𝐵𝑒𝑠𝑡, 𝑙𝑤 and 𝑢𝑝 adjust the position of the particle swarm using an 

influence function (11) to change the direction of each particle in solution space and to avoid being easily 

trapped at a local optimum. Update the velocity and position of each particle using equation (12) and (13) to 

generate new particle swarm. 
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        𝑃𝑖(𝑡) = {
𝑃𝑖(𝑡)  + |R()  × (𝑢𝑝 − 𝑙𝑤)|   if 𝑃𝑖 < 𝑙𝑤

𝑃𝑖(𝑡)  − |R()  × (𝑢𝑝 − 𝑙𝑤)|   if 𝑃𝑖 > 𝑢𝑝

                              (11) 

           

𝑉𝑖(𝑡 + 1) = 𝑤 ×  𝑉𝑖(𝑡) + 𝑐1 × R() × [𝐿𝐵𝑒𝑠𝑡(𝑡 + 1) − 𝑃𝑖(𝑡)] + 𝑐2 × R() ×  [𝐺𝐵𝑒𝑠𝑡(𝑡 + 1) − 𝑃𝑖(𝑡)]  (12)                                                           

                   

                     𝑃𝑖(𝑡 + 1) = 𝑃𝑖(𝑡) + 𝑉𝑖(𝑡 + 1)                    (13)                                         

Where 𝒄𝟏 and 𝒄𝟐 signify the acceleration coefficients; w controls the magnitude of 𝑉𝑖(𝑡) and R() are 

random numbers uniformly distribution in the range [0, 1] at each iteration. 

Step 7: Convergence 

             If the maximum iteration times have reached, then go to Step 8, else return to Step 3. 

Step 8: Select Optimal Parameter 

             Select the best global position 𝑃𝑖 of the particle swarm. 

 

3.5 Classification Using SVM 

The Selected best global position (𝑃𝑖) of the particle swarm trained the SVM with the detected feature 

subset mapped by 𝑃𝑖 and modelled with the optimized parameters C and 𝜎 using equation (14). 

            min   
1

2
‖𝑃𝑖‖

2 + 𝐶 ∑ 𝜉𝑖

𝑁

𝑖=1

                    𝑆𝑢𝑐ℎ 𝑡ℎ𝑎𝑡    ∑ 𝑃𝑖𝑥𝑖 ≥ (
1 −  𝜉𝑖

𝑦𝑖
)

𝑁

𝑖=1

− 𝑏  

                                      𝑖 = 1,  2,  .  .  . , 𝑁,   𝜉𝑖 ≥ 0,   𝑖 = 1 ,  2,  .  .  . ,  𝑁,                                   (14) 

 Equation (15) was applied to obtain the final classification of each case: 

                                                𝑦𝑖 = 𝑎𝑟𝑔 𝑚𝑎𝑥𝑘(1.  .  . 𝑘)(𝑃𝑖
𝑇𝑦𝑖(𝑥𝑖) +  𝑏𝑖)         (15) 

Where 𝑁 is the size of the dataset, 𝐶 is the cost function. I , 𝜉 are the slack variables, x and b is an offset 

scalar. 

  

IV. RESULTS AND DISCUSSION  
Table I below shows the average training time for the proposed technique after four trials for each 

dimension sized. The results obtained reveals that the computation time spent increases as the dimension size of 

the images increases, which implies that the time consumed depends on the features in the training set. The 

result shows that the CPSO-SVM model is less computationally expensive in terms of training time compared to 

the SVM model. 

 

Table I: Average training time at different resolutions for CPSO-SVM and SVM model 

Dimension Size Technique Time1(s) Time2(s) Time3(s) Time4(s) 
Average Time 

(seconds) 

100 by 100 
CPSO-SVM 5.68 5.63 5.57 5.55 5.61 

SVM 8.72 8.68 8.61 8.59 8.65 

150 by 150 
CPSO-SVM 8.42 8.33 8.23 8.13 8.28 

SVM 15.92 15.84 15.73 15.63 15.78 

200 by 200 
CPSO-SVM 12.98 12.97 12.96 12.94 12.96 

SVM 21.88 21.61 21.42 21.16 21.52 

250 by 250 
CPSO-SVM 16.35 16.34 16.32 16.28 16.32 

SVM 32.16 32.11 31.53 30.99 31.70 

 

Figure 3 shows the graph of average training time against the dimension size. Regression analysis shows that 

there is high correlation between the computation time and the dimension size. The relationship between the 

average training time (𝑇𝑡) and the dimension size (𝑑𝑚) is found to be linear with a high correlation coefficient 

for both CPSO-SVM model and existing SVM model as shown in equation (16) and (17) respectively. 

                             𝑇𝑡 = 0.0002𝑑𝑚 + 3.7663                           𝑅2 = 0.98                        (16) 

                             𝑇𝑡 = 0.0004𝑑𝑚 + 5.0367                           𝑅2 = 0.99                       (17) 

 Table II shows the computation (Recognition) time obtained at 250 by 250- pixel resolution with 

respect to the threshold values of 0.2, 0.4, 0.6 and 0.8 for both binary and multiclass SVM classification scheme. 
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The result obtained also reveals that the proposed technique is less computationally expensive in terms of 

recognition time in both classification scheme. 

 

 

 
 

Figure 3: A graph showing the relationship between Average training time (seconds) and Dimension size (pixel 

square). 

 

 

Table II: Average Recognition Time at 250 by 250-pixel Resolution 

 

 

250 by 250 Binary Classification Scheme 
Multi-Class Classification 

Scheme 

Threshold value CPSO-SVM SVM CPSO-SVM SVM 

0.2 33.28 42.46 16.94 48.50 

0.4 17.06 28.67 21.81 33.49 

0.6 15.52 44.64 41.38 51.24 

0.8 6.66 23.26 21.20 27.71 

Average Time 

(seconds) 
18.13 34.76 25.33 40.24 

 

 

Figure 4 and 5 shows the graphs which depicts the relationship between the average recognition time 

and the threshold values for both binary and multiclass classification schemes respectively.  
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Figure 4: A graph showing the relationship between average recognition time and threshold values in 

SVM multiclass classification scheme. 

 

From the graph in Figure 4; the regression analysis reveals that the relationship between the average 

recognition time (𝑇𝑅) and the threshold values (th) is found to be polynomial of the third order with a high 

correlation coefficient for both CPSO-SVM model and SVM model multiclass classification scheme as shown 

in equation 18 and 19 respectively. 

𝑇𝑅 = −1134.2𝑡ℎ3 + 1544.7𝑡ℎ2 − 584.83𝑡ℎ + 81.189                       𝑅2 = 0.96        (18) 

𝑇𝑅 = −1542𝑡ℎ3 + 2259.8𝑡ℎ2 − 999.14𝑡ℎ + 170.27                          𝑅2 = 0.93        (19) 

Similarly, the graph in Figure 4.3 shows the relationship between the average recognition time (𝑇𝑅) and 

the threshold values (th) and is also found to be polynomial of the third order with a high correlation coefficient 

for both CPSO-SVM model and SVM model binary classification scheme as shown in equation 20 and 21 

respectively. 

𝑇𝑅 = −458.51𝑡ℎ3 + 733.8𝑡ℎ2 − 393.02𝑡ℎ + 86.205                        𝑅2 = 0.99     (20) 

𝑇𝑅 = −1397.8𝑡ℎ3 + 2049.2𝑡ℎ2 − 907.07𝑡ℎ + 153.09                      𝑅2 = 0.95    (21) 

 

 
Figure 5: A graph showing the relationship between Average recognition time and threshold values in SVM 

binary classification scheme 
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It could be inferred from the result obtain that the SVM based on the kernel function used in both cases has a 

time complexity of Ο(𝑛3). Therefore, by the virtue of the proposed technique (i.e. CPSO-SVM) the 

computational burden of SVM is reduced. A t-test value was measured between the average recognition time of 

CPSO-SVM and SVM obtained for both classification schemes. The paired t-test analysis conducted reveals that 

CPSO-SVM was statistically significant at 𝑃 < 0.05; 𝑃 = 0.002 with 𝑀𝑒𝑎𝑛 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =  −15.765, 𝑑𝑓 =
7  𝑎𝑛𝑑 𝑡 𝑣𝑎𝑙𝑢𝑒 = −4.714. The mean difference and t-value being negative assert the fact the application of 

CPSO along with SVM is efficient to reduce the computational cost of SVM.  

 

Table III: Memory Utilization at 250 by 250-pixel Resolution 

 

Algorithm 
Used (MB)/ 

4096 MB 
Available (MB)/4096MB % Physical Memory Used 

CPSO-SVM 2872 1143 70 

SVM 3551 424 87 

 

Table III shows the memory utilization of the CPSO-SVM and SVM. The memory utilization of 

developed technique was monitored using the window resource monitor based on the amount of image dataset 

trained. The experiment conducted also shows that CPSO-SVM averagely used 2872MB which is 70% of the 

physical memory while SVM averagely used 3551MB which is 87% of the physical memory. Therefore, the 

computational cost of SVM in terms of memory utilization is greatly reduced averagely by a difference of 17%. 

 

V. CONCLUSION  
The experimental results obtained using the proposed method helps in the reduction of both the storage 

and computation time cost of SVM in face recognition application. Therefore, the proposed technique is less 

computationally expensive in terms of computation times and memory utilization. It can be adopted to recognise 

human face in security surveillance systems or other related systems. It is recommended that other evolutionary 

search algorithm such as Ant Colony Optimization (ACO), Evolutionary Programming (EP), Genetic 

Programming (GP), Differential Evolution (DE), Artificial Immune Systems (AIS), should be introduced into 

the model of cultural algorithm instead of PSO to determine its performance on SVM. Also, the hybrid cultural 

algorithm should be hybridized with SVM to determine its computational efficiency on face recognition 

systems.     
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