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 Abstract: The introduction of Software Defined Networking as a panacea to the global demand for a more 

secure and highly dependable internet infrastructure has also brought along security issues. The adoption of 

OpenFlow Protocol (OFP) by SDN as the way of communication between controllers and switches has not only 

brought about easy and direct manipulation of data for enhanced packet forwarding policies, but also renders 

the network vulnerable to security issues (DDOS attacks) since the OF switch has to ask the controller to install 

new rules for any new incoming packet. In this paper, we prove that SDN is capable of handling security threats 

that arise from the above vulnerability. We implement a DDOS detection module that detects and blocks SYN 

flood attacks aimed to destabilize the flow of normal network traffic among users in a software-defined 

networking environment. 
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I. Introduction 
The ever-increasing global demand for a secure and highly dependable information technology 

infrastructure has created the need for constant improvements to the current internet structure. Today, the rise of 

cloud computing, big data as well as the internet of things has created the need for a more secure and 

dependable network infrastructure [1]. However, there`s an issue of state-of-the-art security attacks and also 

unreliable internet services due to performance related issues in our current traditional network structure. This is 

due to the complexity of configuring current traditional network devices to respond to updates, as well as faults 

and loads. Therefore, the provision of a secure and reliable internet services has now become the focus of 

several organizations worldwide. Various internet approaches have been proposed and are been implemented by 

some of these organization. One of such implementations is Software Defined Networking (SDN) by The Open 

Networking Foundation (ONF) which is an emerging architecture that is dynamic, manageable, cost-effective 

and adaptable, making it ideal for the high-bandwidth, dynamic nature of today's applications [1].  SDN breaks 

the vertical integration of traditional networks that bundles the control and data plane inside networking devices 

by decoupling the control plane from the data plane. This reduces network complexity and also enhances 

decision making as well as network configuration [2]. 

SDN employs the Open Flow protocol (OFP); the first and widely used standardized protocol which 

defines the way of communication between controllers and switches by adopting the concept of flows to 

determine traffic flow based on a per-flow basis through network devices [1]. This allows for direct 

manipulation of data in order to enhance policies for packet forwarding, unlike current traditional networks. In a 

typical SDN environment, the controller manages a set of flow tables in an OF switch. These flow tables contain 

flow entries made up of counters and match fields as well as a set of actions to apply to matching packets. All 

incoming packets to an OF switch are compared with its flow table entries to check for a matching rule, if a 

matching rule is found, the instructions associated with the specific flow entry are applied. If no matching rule is 

found for an incoming packet, the packet is forwarded to the controller inside a packet-in message to ask for 

further actions [3]. This makes the OFP significant for Software Defined Networking. However, this renders the 

network vulnerable to security as well as scalability issues since the OF switch has to ask the controller to install 

new rules for any new incoming packet. Distributed Denial of Service (DDOS) attackers can exploit this process 

by sending a large number of anomalous packets with different header fields, the OF switch upon receiving 

these packets forwards them to the controller for further actions since no matching rules are found. This leads to 

the consumption of resources that prevents the controller from answering requests from legitimate users [4]. 

Hence, the need for more work to be done on the security aspects of SDN. Also, the merits of SDN over the 

traditional networks render it prone to various forms of security threats [5]. 
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Therefore, this paper seeks to address the issue of anomalous flow behavior in the form of DDOS 

SYN-flood attacks intended to destabilize the flow of normal network traffic among users in a software-defined 

networking environment. We implement a system that detects and mitigates anomalous flows sent from 

malicious hosts towards victim machines. 

 

 
Figure 1: A simplified SDN architecture 

 

The general layout of the paper is as follows: section II gives an insight of related works on some 

security aspects of SDN, section III describes the methodology of our proposed system whiles section IV details 

the experiments carried out in this paper. Also, our results and evaluation come in section V and we conclude in 

section VI.  

 

II. Related Works 
 [6] Investigated how SDN can be used to overcome and block legitimately looking DDOS attacks 

mounted by a large number of bots. They constructed a system that effectively blocks a botnet-based DDOS 

attack by using the standard OpenFlow interface. In [7], the authors presented an autonomous detection system 

which characterized traffic attributes of six flows to provide real-time detection and mitigation. Their system is 

able to perform constant traffic monitoring by analyzing packet flows through traffic monitoring. SLICOTS, an 

effective and efficient countermeasure to mitigate TCP SYN flooding attack in SDN was proposed by [4] 

implemented on a GENI [8] virtual testbed. SLICOTS blocks malicious hosts by surveying ongoing TCP 

connection. The author in [9] also proposed LineSwitch, an efficient and eff ective solution against control plane 

saturation attack by combining SYN proxy techniques and probabilistic blacklisting of network traffic. Several 

authors also designed firewalls that block unwanted hosts from communicating with others in the network. [10] 

and [11] are among a few who implemented firewalls in SDN. The limitation of these firewalls is that the 

system does not keep any state of information to track down ongoing connections. 

 

III. Methodology 
Security-related anomalies occur due to malicious activities that attempt to disrupt the normal 

functioning of the network. One of such anomalies is in the form of DDOS attacks where the attackers attempt 

to victimize a system or a service by sending mass requests, beyond the capacity of the system or the service 

[12].  The security methods of our current traditional network system like firewalls, load-balancers etc. tend not 

to be reliable in dealing with today`s DDOS attacks, hence the need to for SDN security [13]. 

In this paper, we design a system in which the SDN controller observes traffic from multiple hosts and 

blocks incoming flows from hosts that do not conform to the normal TCP three-way handshake. We test our 

system by introducing SYN-flood attacks sent from a malicious host with the intent of causing data to control 

plane saturation in an SDN. 

 

1.1. TCP- SYN Flood 

Introduced by Zeigler [14], TCP-SYN flood is a type of DDOS attack in which attackers send a lot of 

SYN packets to their target exhausting the targeted servers’ resources thereby rendering it unresponsive to 

legitimate traffic. The attacker creates many half-open TCP connections without sending ACK messages 

required to complete the normal TCP three-way handshake connection between source and destination [4]. In 

the case of SDN, SYN flood attacks aim to saturate the controller by generating a huge number of new network 
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flows using spoofed IDs by taking advantage of communication between the data and control plane [9]. OF 

switches request necessary actions to be taken on each new SYN packet sent from hosts by contacting the 

controller which then analyzes the flow information, prepares and sends a response (forwarding rule) to the OF 

switch. The OF switch, in turn forwards the SYN packet to the target host. The host responds with a SYN-ACK 

back to the OF switch which again forwards to the controller requesting a forwarding rule. The controller 

responds by installing forwarding rules on the OF switch which finally forwards the packet to its destination. 

Therefore, in a SYN flood attack, since the controller will be busy installing forwarding rules to serve forged 

IPs, control plane saturation can occur rendering the controller impaired to respond to legitimate network flows. 

Figure 2 shows the necessary requirements for completing a normal TCP three-way handshake connection 

whiles Fig. 3 depicts how a SYN flood attacks occur in SDN as explained above. 

 

 
Figure 2: Normal TCP three-way handshake 

 

 
Figure 3: SYN flood in SDN 

 

In order to implement our anomalous flow detection module, we setup up an SDN virtual network using the  

following: 

VMWARE workstation 12 which provides a suitable environment for installing virtual machines.  

Mininet VM: a network emulator used in creating realistic SDN networks. 

POX controller: a python based SDN controller. 

We set up the VM (Mininet emulator version 2.2.1) on an ubuntu 14.04 server as guest operating system 

installed on a VMWARE workstation 12 virtual machine. The virtual machine is running on a 64-bit windows 

10 operating system. Using python, we created two scripts, one to launch a SYN-flood attack (Attack.py) and 

one for detection (Detection.py). Then we also create a network topology that consists of an OpenFlow switch, 

remote controller (POX) and 9 hosts each assigned IP addresses. After successfully setting up our network 

topology and running a successful ping command to test connectivity between hosts, we start our detection 

module on the controller alongside a layer 3 learning switch (l3_learning) using: ./pox.py 

forwarding.l3_learning detection.  After that, we open a host terminal and run our attack with the command 

sudo python attack.py. Our DDOS detection system acts based on a threshold of 50 packets per second. 

Therefore, it blocks IP addresses that send more than 50 SYN requests per second believed to be SYN-FLOOD 

attacks. Figure 4 illustrates the nature of our network topology whiles figure 5 shows how our detection system 

handles an attack from a host.  
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Figure 4: Network topology 

 

 

 
Figure 5: Topology setup on mininet VM 

 

IV. Results 
Fig. 5 shows that our detection module successfully blocked anomalous packets sent from a malicious 

host believed to be attempting a SYN flood attack while figure 6 shows the attack been launched by the 

malicious host (host 1). We also tested the network performance (bandwidth, latency, RTT) of our detection 

module running with the controller before and during the attack and also the performance of the controller 

running on only normal l3_learning. 
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Figure 6: detection module running with a layer 3 learning switch on pox controller 

 

 
Figure 7: SYN flood attack from host 1 

 

1.2. Bandwidth 

Iperf was used to determine the bandwidth (network throughput) of our DDOS detection system compared with 

that of the normal host-switch-controller connection without a detection system. We run 4 Iperf commands from 

different hosts in both scenarios. The results in Fig 6 show that the difference in network throughput between 

our detection module and that of the host-switch-controller connection is not that much. But our detection 

consumes less bandwidth compared with the later. 
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Figure 8: Network throughput 

 

1.3. Round Trip Time(RTT) 

We determined the average RTT of our simulation by sending ping commands from four hosts in 

different scenarios. The first was sending ping commands from the hosts with our detection module running 

alongside an l3. learning switch on the controller whiles at the same time we launched our SYN flood attack. 

Secondly, we launched our attack from one host and also sent ping commands from four other hosts. Figure 7 

shows that, the average RTT was very high in our detection module. This is due to the fact that, our detection 

module inspects packets sent from hosts through the OF switch to the controller before the controller installs 

forwarding rules on the switch. This causes a delay since anomalous packets were detected and had to be 

blocked in order to allow for benign network traffic flow. But with the pox controller running alongside l3. 

learning switch without a detection module, we observed that the RTT was very low.  

This is due to the fact that, the normal forwarding rule installed on the switches by the controller 

allowed free packet flow from the host, hence making the network susceptible to SYN flood attacks. 

 

 
Figure 9: RTT measurement 

 

V. Conclusion 
In this article, we proved SDN is capable of handling security related issues that have been a cause for 

worry in our current traditional networks by implementing a software-defined network-based system that detects 

and blocks anomalous SYN-flood packets sent from hosts by using a threshold based on the number of packets 

sent per second. Our system proved to handle the issue of bandwidth consumption a little more than the normal 

connection between host-switch and controller module in the event of a SYN attack. We also observed that our 

detection module causes a delay in RTT which is a setback especially in the case where attackers, as well as 

benign users, send a greater number of packets per second. In our future work, we intend to apply machine 

learning methods to our detection module in order to handle SYN flood attacks efficiently. And also, we intend 

to implement our system on a large scale using a virtual testbed that supports large scale SDN experiments. 
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