Cardiac Catheterization Procedure Prediction Using Machine Learning and Data Mining Techniques
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Abstract: Although catheterization is an important tool in the diagnosis and the treatment of cardiovascular diseases, it may cause different complications such as death or myocardial infarction during diagnosis. Data mining techniques are used for the construction of a cardiac catheterization Prediction System (CCPS) for whom catheterization is needed; therefore, it can decrease the complications of Cardiac catheterization Procedure. The aim of this study is to predict whether a patient needs a cardiac catheterization procedure or not. WEKA software was used in this experimental evaluation study of the Home dataset. Five classification algorithms were used for the prediction of catheterization procedure based on the prediction Accuracy, True Positive, True Negative, and ROC area. This study concluded that J48 without smoker attribute was a well-suited model for the prediction of whether a patient needs a cardiac catheterization procedure or not.
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I. Introduction

There are one billion adults living with cardiovascular diseases (CVD) worldwide[1]. Although cardiac catheterization is an important procedure to diagnose and treat cardiovascular diseases, it can cause some complications such as death and myocardial infarction [1,2]. More than one million patients undergo cardiac catheterization procedure in the USA yearly [1]. Therefore, the cardiac catheterization procedure can increase health care expenditures and be a heavy burden on the economies of countries, especially developing countries [1,3]. Although a huge amount of cardiovascular disease data was collected, physicians cannot always make the correct decision for all patients in need of the cardiac catheterization procedure. Boyles (2010) reported that in the USA, about 20% of patient who did cardiac catheterization procedure, they do not need it [1]. According to Benghazi Heart Disease Center, about 18% of patients who did cardiac catheterization procedure, they do not need it.

Clinical data is increasing, to analyze, these huge data without using a computer-based analysis system is a very difficult task. The computer-based analysis system has many mechanisms to support the medical practitioner to make a good decision in treatment and diagnosis [4]. Data mining is the most useful technique to discover hidden information and knowledge of the huge amount of patient data sets. This technique can discover useful patterns. The discovered patterns must be meaningful to lead to some advantage in predicting and making the right decision. Therefore, these patterns are easy to understand and can be used to make certain decisions for the development of healthcare [5,6,7].

This study aims to find the most efficient data mining procedure to use for predicting whether a patient needs a cardiac catheterization procedure or not. In this study, the classification task is employed to predict the need for cardiac catheterization procedure; based on the Prediction Accuracy, True Positive and True Negative by different Machine Learning algorithms classification.

Related Work

Alizadehshahi et al. [8] have evaluated different classification techniques; three classification algorithms were employed to analyze the data set, SMO, Naïve Bayes, and a proposed ensemble algorithm. The data set consisted of 303 patients. The implementation of the classification methods was done by java, on top of Weka. The study showed that the proposed ensemble method had the highest accuracy rate of all methods used. The Naïve Bayes and SMO methods had nearly the same accuracies.

Boshrə Baharmi et al.[9] have evaluated and compared different classification techniques for heart disease diagnosis. Classification techniques such as J48 Decision tree, k-Nearest Neighbors (KNN), Naïve Bayes (NB) and SMO were used. WEKA software is used for implementing the classification algorithms. The data
set contained 13 medical attributes. Models were evaluated using six different performance measures. The study showed that j48 decision tree achieved the highest value in accuracy.

Nidhi Bhatla et al. [10] Analysed diverse data mining techniques for heart disease prediction, namely, Naive Bayes, Decision List, and KNN; for efficient diagnosis of heart disease. The research worked on incorporating two or more attributes, i.e. obesity and smoking. Decision tree had outperformed any other techniques regarding accuracy; with the help of a genetic algorithm and feature subset selection using WEKA 3.6.6. Data mining techniques were applied to 15 attributes. The analysis showed that the Neural Network and Decision Tree had high accuracy (100% and 99.62% respectively).

II. Material And Methods

Proposed model

The proposed architecture of a cardiac catheterization prediction system shown in Figure 1. It consists of a training dataset and a testing dataset which were extracted from a Home data set. WEKA data mining tool was used to implement the cardiac catheterization prediction system. Different five supervised machine learning classification methods were used to evaluate the prediction system.

Home data set

This study was conducted by using Home data set from Benghazi Heart Disease Center. The dataset is real data of actual patients who underwent cardiac catheterization in the center from December 2003 to May 2007. The full number of patients’ records were 1770 and 11 attributes. After preprocessing data, the Home data set was 1427 instances with 9 attributes including class attribute.

Data preprocessing

Data preprocessing is an important step of many that influences the performance and quality of prediction of machine learning models; it included:
Missing values: There were three to five attributes that have missing values in 230 patients' records; these records were removed from the Home data set.

Non-suitable records: The study aims to predict whether a patient needs a cardiac catheterization procedure or not among adults with cardiovascular diseases. Thus, 113 recodes were removed from the Home data set; because of age (under 15) and a congenital heart defect.

Choosing the attributes: an assessment of the 11 attributes was conducted and attributes that were expected not to contribute to the results such as patients' address were removed.

The Final Home data set: It was 1427 instances with 9 attributes including class attribute.

Description of the Home data set
This Home data set consists of 1427 instances with 9 attributes including class attribute. The class attribute was classified as two classes of 'Yes' and 'No' in terms of the need for cardiac catheterization. 77.2% of the Home data set represented the 'Yes' classification, and 'No' classification was 22.8% of the Home data set. The mean age was 58 years; the median was 58, males were 58.3% and 41.7% were females. Table 1 shows a more detailed attribute description.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Representation</th>
<th>Type</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Patient's gender</td>
<td>Nominal</td>
<td>(Male,Female)</td>
</tr>
<tr>
<td>Age</td>
<td>Age in years</td>
<td>Numerical</td>
<td>Age &gt; 20 years</td>
</tr>
<tr>
<td>MI</td>
<td>Myocardial Infarction</td>
<td>Nominal</td>
<td>(Positive, Negative)</td>
</tr>
<tr>
<td>HTN</td>
<td>Hypertension</td>
<td>Nominal</td>
<td>(Positive, Negative)</td>
</tr>
<tr>
<td>DM</td>
<td>Diabetes</td>
<td>Nominal</td>
<td>(Positive, Negative)</td>
</tr>
<tr>
<td>Angina</td>
<td>Chest pain</td>
<td>Nominal</td>
<td>(Positive, Negative)</td>
</tr>
<tr>
<td>Smoker</td>
<td>Smoker patient</td>
<td>Nominal</td>
<td>(Positive, Negative)</td>
</tr>
<tr>
<td>IHD</td>
<td>Ischemic heart disease</td>
<td>Nominal</td>
<td>(Positive, Negative)</td>
</tr>
<tr>
<td>Class</td>
<td>Class</td>
<td>Nominal</td>
<td>(Yes, No)</td>
</tr>
</tbody>
</table>

Training and Testing data set: The Home data set consists of 1427 instances. It was divided into a Training data set with 60% of the Home data set and a Testing data set with 40% of the Home data set.

Machine learning classification models
The machine learning model learns from past input data to make a future prediction as output. Machine Learning has the ability to learn and improve its performance without human instructions. The algorithms get adjusted based on the training sample and an error signal [4,6]. Machine Learning algorithms automatically test and analyze all prediction variables to prevent overlooking any potentially important predictor variables even if it was unexpected. Therefore, ML is a powerful tool [5,6,7]. The machine learning techniques used in analyzing the medical data including Artificial Neural Network (ANN), Support Vector Machine (SVM), K-Nearest Neighbor (K-NN), J48 and Naive Bayes.

Support Vector Machine (SVM): It is a supervising learning method that looks at data and sorts it into one of two categories. The SVM takes an input and predicts where to classify the classes optimally by creating the approach between two data clusters. This algorithm attains its high accuracy using nonlinear features called kernels [4,10].

J48: J48 decision tree is a supervised classification method. It uses the Divide and Conquer approach to classify data. J48 algorithm can reduce the complexity by dividing the large dataset into a small dataset; thus improving the performance of classification [11].

K-Nearest Neighbors (KNN): it is one of the lazy learning algorithms used for classification. It uses the “K” nearest neighbors where there is no training data. It considers the neighbors around an object; its role is to assign a class of the most common among its k nearest neighbors (k is small and a positive integer.) [12,13].

Artificial Neural Network (ANN): is a model of reasoning and processing information based on the human brain. It is made up of many layers (arranged in layers), where the output of each layer is an input for the next layer, without feeding back the previous layer. The data is received in the input layer then transmitted to a hidden layer where the data processing is done; the results of the processing are sent to the output layer [12].
Naive Bayes (NB): It is used for classification based on Bayes' theorem. It is a statistical classifier, and it is most commonly used in machine learning [14].

WEKA
Waikato Environment for Knowledge Analysis (WEKA) was developed by the University of Waikato in New Zealand [14,15]. It is an open-source software system where the code is publicly available, and it has some machine learning algorithms (ML) can be used for data mining tasks [14,16].

Data set file in WEKA: WEKA requires a file with the format (arff). The original home cardiac catheterization data set file stored in the Microsoft Excel (spreadsheet) with the format (xls). This study used WordPad software to convert the Home data set into (arff) format.

Experiment
The models gained learning from the Training data set. In this study, five Machine Learning algorithms were applied to the Test data set. In order to classify and predict which patients need the cardiac catheterization. The five Machine Learning algorithms were Naïve Bayes, Neural Network, J48, SVM, and KNN algorithms. The Test data set was tested five times in WEKA, once for each classifier. The evaluation of Machine Learning models was based on the prediction Accuracy, True Positive, ROC area, True Negative, Kappa and Mean absolute error. In this study, attributes were tested using logistic regression to identify the significant factors that affect the prediction model. Age, gender, and smoker attributes had negative influences on the accuracy and the performance of the model. The Test data set was tested without age, gender, or smoker attributes using five Machine Learning algorithms.

Statistical analysis
The outcome of binary classifier as shown in the Table 2.

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>YES</td>
</tr>
<tr>
<td>YES</td>
<td>True Positive (TP)</td>
</tr>
<tr>
<td>NO</td>
<td>False Positive (FP)</td>
</tr>
</tbody>
</table>

- **True positive (TP):** The patients have been correctly predicted as positive (predicted need cardiac catheterization and they do need cardiac catheterization.).
- **True negative (TN):** The patients have been correctly predicted as negative (predicted not needing cardiac catheterization and they do not need cardiac catheterization.)
- **Correctly Classified Instances (CCI):** It represents the percentage of patients that have been correctly diagnosed, both who need and not need cardiac catheterization. Also known as Accuracy Correct Classified (ACC) [14].
- **Kappa:** "Kappa measures the agreement of prediction with the true class. It calculates the difference between the predictions with the observed agreement with that expected by chance. The kappa statistic value is a value between 0-1. A value greater than 0 means that the classifier is better than chance"[15:16].
- **ROC Area:** "ROC Area is the area under the ROC curve. ROC curve shows how well a classifier is at distinguishing between positive and negative instances. ROC area can be used to evaluate the quality of the classifier and its ability to separate positive and negative instances. ROC Area can be a value between 0.5 and 1. 1 being an optimal classifier and 0.5 being comparable with a chance"[15:16]. Therefore, a good model has a ROC area above 0.6.
- **Mean absolute error (MAE):** A comparison between predictions and the eventual outcomes. It can be calculated by 1- ACC. A good model has a very small mean absolute error [14].

III. Result & Discussion
Table 3 showed a comparison between the five different Machine Learning algorithms. In the term Correctly Classified Instances; Naïve Bayes, Neural Network and J48 algorithms had the highest percentage of patients who have been correctly diagnosed. This means that about 87% of patients had the correct positions in the classification pattern (TP: patients need a cardiac catheterization procedure and TN: patients do not need a cardiac catheterization procedure.). Also, SVM and KNN algorithms had a good percentage in the term Correctly Classified Instances with 86% and 85% respectively. These results agree with Kodati & Vivekananda study which was a comparison of data mining classification techniques. The purpose was to analyze heart disease datasets obtained from the Cleveland dataset using WEKA program [14]. Moreover, Naïve Bayes,
Neural Network and J48 algorithms had a good value of TP. This means the percentage of the patients have been correctly diagnosed for needing a cardiac catheterization procedure.

Although Naïve Bayes, Neural Network and J48 algorithms had a good ROC area values which are considered good classifiers’ performance, the percentages of True Negative (TN) were not good enough (53%, 65%, and 61% respectively). When compared the percentages of TN among the five algorithms; SVM, Neural Network and J48 algorithms had the highest percentage; as shown in Table 3. These algorithms were the most suitable models to achieve the aim of this study. Moreover, they performed well in predictive studies in the field of heart disease [14,15,17,18]. In this study SVM, Neural Network and J48 algorithms were selected to improve their accuracy and performance.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Correctly classified instances % (Accuracy)</th>
<th>TP %</th>
<th>TN %</th>
<th>ROC area</th>
<th>Kappa</th>
<th>Mean absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>87.5</td>
<td>97</td>
<td>53</td>
<td>0.94</td>
<td>0.6</td>
<td>0.17</td>
</tr>
<tr>
<td>SVM</td>
<td>86</td>
<td>91</td>
<td>66</td>
<td>0.8</td>
<td>0.6</td>
<td>0.14</td>
</tr>
<tr>
<td>KNN</td>
<td>85</td>
<td>93</td>
<td>55</td>
<td>0.83</td>
<td>0.5</td>
<td>0.15</td>
</tr>
<tr>
<td>J48</td>
<td>87.2</td>
<td>94</td>
<td>61</td>
<td>0.94</td>
<td>0.6</td>
<td>0.15</td>
</tr>
<tr>
<td>Neural network</td>
<td>87.4</td>
<td>94</td>
<td>65</td>
<td>0.94</td>
<td>0.6</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Many studies suggested removing attributes to improve the accuracy and performance of a model [15,19,20,21]. In this study, attributes were tested using logistic regression to identify the significant factors that affect the prediction model. Age, gender, and smoker attributes had negative influences on the accuracy and the performance of the model.

Figure 2: showed results of TN percentage according to three best algorithms in this study

Figure 2 shows the results of TN describing the percentage of patients not needing a cardiac catheterization procedure by the chosen algorithms. The home dataset without smoker using J48 algorithm provided a higher percentage of TN (84%). Followed by the home dataset without age attribute with a good TN percentage using J48 and Neural Network (73% for both). In a Swedish study (2015); they found that the home dataset without gender provided a higher accuracy model than the home dataset without age [15]. Despite the prevalence of tobacco use among Libyan adult males is 66% according to WHO’s report (2017)[22]. The home dataset showed only 20.3% of adult males smoke with age mean of 58 years and median was 58 years.
Table (4): Comparative analysis of the prediction results from J48 algorithm

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Correctly classified instances %</th>
<th>TP %</th>
<th>TN %</th>
<th>ROC area</th>
<th>Kappa</th>
<th>Mean absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>J48</td>
<td>87.2</td>
<td>94</td>
<td>61</td>
<td>0.94</td>
<td>0.6</td>
<td>0.15</td>
</tr>
<tr>
<td>J48 without age</td>
<td>86.5</td>
<td>91</td>
<td>73</td>
<td>0.91</td>
<td>0.63</td>
<td>0.18</td>
</tr>
<tr>
<td>J48 without gender</td>
<td>86.5</td>
<td>91</td>
<td>70</td>
<td>0.92</td>
<td>0.6</td>
<td>0.16</td>
</tr>
<tr>
<td>J48 without smoker</td>
<td>89</td>
<td>91</td>
<td>84</td>
<td>0.94</td>
<td>0.7</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Figure 2 shows that the J48 algorithm was the best of the prediction algorithms. Table 4 shows the comparative analysis of the predicted results of the J48 models. The J48 without smoker was the best model to predict whether a patient needs a cardiac catheterization procedure or not. It had the highest Correctly Classified Instances (89%). The ROC area value was 0.94 close to the perfect classifier represented by 1. Moreover, the True Negative was 84%, which was the highest value in all algorithm models, and the True Positive was 91%.

Even though, the accuracy of the J48 without smoker model was 89%, and False True diagnosis and True Positive diagnosis were 84% and 91% respectively, they are not accurate enough to actually be implemented in medical care. In the home data set, 325 of 1427 patients did a not needed cardiac catheterization procedure. The J48 without smoker could have saved 273 patients of 325. Therefore, the experiment should be repeated with the bigger home dataset without the smoker variable to evaluate whether it is possible to achieve accuracy, True Negative diagnosis and True Positive diagnosis of around 95%.

IV. Conclusion

Data mining and machine learning techniques do assist in finding the hidden information and knowledge in data that predict diagnosis and treatment of diseases. Classification is one of these techniques. This study has implemented five data mining and machine learning techniques by using the Home dataset to predict whether a patient needs a cardiac catheterization procedure or not. Comparative analysis using WEKA software; it found that Naïve Bayes, Neural Network and J48 algorithms had the highest accuracy. However, J48 without smoker attribute was the best model to predict whether a patient needs a cardiac catheterization procedure or not with an accuracy of 89%.
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