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Abstract: A basic RISC style pipelined processor can be divided in to five different stages, namely Instruction 

fetch (IF), Instruction Decode (ID), Execution (Ex), Memory (Mem) and Write back (WB). These stages are 

arranged to work in a synchronized way. With each clock pulse each stage forwards its instruction to the next 

consecutive stage. Initially each instruction will enter into the Instruction fetch stage. Further it will be 

escalated to the final Write back stage in same fashion. In the WB stage the outcome of the instruction will be 

stored in the general purpose register (GPR). Problem arises when there is a control instruction. Conceptually, 

the control instructions are evaluated in ID stage. However, by the time it gets evaluated the next instruction 

enters the IF stage. This can cause a control hazard. The current study consists analysis of various dynamic 

branch prediction techniques that are used to resolve the control hazard. 
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I. Introduction 
The delay caused in the ID stage is solely responsible for introducing the control hazard. To handle 

these control hazards there are two types of strategies. First is Static Branch Prediction and second is Dynamic 

Branch Prediction. Static prediction techniques basically follow a fixed approach for every scenario and hence 

cannot exceed a certain level of performance threshold. On the other hand Dynamic predictions are based on the 

current scenario and hence they supersede the Static predictions in sense of performance. In the scope of this 

paper we will undergo some of the spectacularly performing Dynamic branch prediction techniques. 

 

II. Dynamic Branch Prediction Techniques 
2.1 G-Share Predictor 

As tons of superfluousness exist in the counter index in the GSelect predictor, hence to take advantage 

from the hashing of global history collectively with the branch address McFarling proposed an alternative for 

the correlating predictor in 1993, acknowledged as GShare predictor. McFarling suggested that direct use of the 

global history is ineffective and its efficiency can be enhanced by implementing XOR of branch address with 

the global history [1] and using the above approach results even better than GSelect predictor were achieved [2] 

[3] (See Fig 1).  

 
Fig 1: GShare Predictor 

 

This marginally improved the efficiency of GShare [1], this can furthermore be seen in Fig 2. 
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Fig 2: Performance Assessment of Global, GSelect and GShare Predictors 

 

2.2 Tournament Predictor / Hybrid Predictor 

Tournament or Hybrid predictor is merely a combination of more than one branch predictors. As 

various predictors may perform contrarily under varying branch conditions. Hence a blend of predictors is taken 

with a 2-bit selection counter [4] [5] [6] [7] (See Fig 3). Every predictor has its individual index value. When 

first predictor fails and second one holds the accurate result then the selection counter value is decreased and 

when the first predictor holds the accurate result and second flops then the selection counter value is increased 

[8] [9] [10] (See Table 1). See Fig 4, for the performance analysis of the Hybrid predictor. 

 

 
Fig 3: Hybrid Predictor / Tournament Predictor 
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Table 1: Selector Counter Update in Hybrid Predictor 
 Predictor 1 

Counter 

Predictor 2 

Counter 

Increment / Decrement 

Both Wrong 0 0 0 (No Change) 

Predictor 1 

Correct 

0 1 -1 (Decrement) 

Predictor 2 

Correct 

1 0 +1 (Increment) 

Both Correct 1 1 0 (No Change) 

 

 
Fig 4: Performance of Bimodal / GShare Hybrid Predictor on SPEC 89 benchmarks 

 

2.3 Fusion-Based Hybrid Predictors / Combined Output Lookup Table (COLT) 

A Hybrid predictor always chooses one from the two or more participating predictors. By choosing the 

required one, the information contents of the other predictors are completely dumped. Taking this as point of 

improvement Loh and Henry in 2002, suggested a novel Fusion-Based Hybrid predictor COLT. Instead of 

choosing any particular predictor for making the absolute prediction, it uses an inter-mapped table lookups for 

devising the Fusion-Based Hybrid predictor. This Hybrid predictor that utilizes the information content related 

to all the other contributing predictors. With every effective guess, there is a lookup in the adjacent records of 

the mapping tables [11]. Suppose, there are three contributing predictors P1, P2, P3 and they predict the 

branches as 1, 0, 1 respectively. Now, the Fusion-Based Hybrid Predictor (COLT) lookup the mapping table, 

into each counter for the entry 101. If the records from 001 and 101 lead to dissimilar prediction. Then the 

prediction from P1 will be considered for deciding the ultimate result. However, if both the records lead to same 

prediction, then prediction from P1 is not a decisive element in the mapping. Furthermore, when the counter in a 

contiguous record is not appropriately trained, then this strategy may work faulty (See Fig 5). 

 

 
Fig 5: a) Usual Hybrid Predictor.          b) Fusion-Based Hybrid Predictor 
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2.4 Neural Methods for Dynamic Branch Prediction 

Perceptrons were initially presented in 1961 to learn brain functions [12]. The primitive solitary layer 

perceptron comprise of single artificial neuron. It allocates weights that are evaluated using certain algorithm, on 

its inputs to render a final result [13]. A perceptron is taught using a training function of n inputs. Typically, 

these inputs are bits from global branch history shift register and the function chooses whether the present 

branch will be taken or rejected. Perceptron is signified as a vector whose constituents are weights or signed 

integers. Now, the preliminary weight element is termed as 'biase' and its value is permanently '1' (See Fig 6). 

The final result is calculated as dot product of the weight vector and the input vector, as displayed below. 
 

Now inputs to the perceptron will take only two values. '-1' if the branch is not taken and '+1' if the 

branch is taken. Likewise, a negative output refers to predict branch not taken and a non-negative 

output refers to predict branch taken. 

 

 
Fig 6: Single layer Perceptron Model 

 

Every weight demonstrations the level of association between the activities of a preceding branch and 

the nature of the present branch. Non-negative weights demonstrates positive correlation, and negative weights 

demonstrates -ive correlation. After the branch is engaged then the corresponding weight is added, otherwise the 

weight is deducted. If the resultant sum is non-negative then the branch is predict taken, otherwise it will be 

overruled (See Fig 7). The perceptron predictor that serves the global information, has 14 % better rate of 

prediction than the McFarling type hybrid predictor [14]. 

 

 
Fig 7: Perceptron prediction mechanism 

 

In 1997, Calder et al. suggested a neural network based static branch prediction technique [15]. The 

technique uses information such as opcode and control flow as input to a neural network, for predicting the 

branch direction during compile time. But with a misprediction percentage of 20% still this method was superior 

to former static branch prediction methods with misprediction percentage up to 25% [16]. But still when 

compared to existing dynamic prediction techniques its performance was not up to mark. Emer and Gloy in 

1997, also suggested a branch predictor based on genetic algorithm [17]. 

In 1999, Lucian et al. has suggested the first dynamic branch prediction algorithm based on neural 

network [18]. It was based on the concept of how neurons learns vector quantization. The precision of this 

algorithm was analogous to that of history table based branch predictors [11] [19]. These predictors were also 

used as constituent, for study purposes, in Hybrid predictors. Likewise, it is the utmost accurate branch predictor 

with single constituent in documents [11] [14]. While in theory these predictors accomplish better performance 
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than hybrid predictors. But in practical, due to their fetch latency their efficiency is not up to mark. Jiménez et 

al. in 2000 has analyzed the techniques for justifying the latency in branch predictors [20]. Typically, a quick 

but reasonably imprecise predictor advances to lead the branch prediction. However it can be enhanced by 

selecting a slower but more accurate predictor over the earlier. This recurrently used technique is known as 

overriding.  This technique was used in the Alpha EV6 and EV7 cores [21] and was also projected for the Alpha 

EV8 [22]. 

Jiménez in 2003 suggested a novel branch predictor based on neural network. To diminish the fetch 

latency the suggested method chooses its weight vector depending on the path taking to branch, instead of 

considering the branch address only [23]. This tactic has two prominent qualities. First, the fetch delay is 

diminished. Second, the accuracy is boosted as the predictor also receives the path information for the forecast 

(See Fig 8).  

 

 
Fig 8: a) Usual perceptron based predictor.            b) Path based neural branch predictor 

 

Further, Monchiero & Palermo in 2005 suggested a method that uses two different perceptron based 

predictors employed concurrently to construe the final result [24]. This method uses address based perceptron 

predictor together with history based perceptron predictors for making the final prediction (See Fig 9). 

 

 
Fig 9: Combined Perceptron based branch predictor 

 

III. Conclusion 
This study reflected that the efficiency of McFarling’s G-Share predictor is marginally better than the 

G-Select predictor. Later, the Hybrid predictors has shown efficiency even better than that of G-Share’s. 

Further, the perceptron predictor that serves the global information, has 14 % better rate of prediction 

than the McFarling type hybrid predictor. 
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The neural network based static branch prediction technique suggested by Calder et al. was superior to 

former static branch prediction methods, but still when compared to existing dynamic prediction techniques its 

performance was not up to mark. 

Lucian et al. has suggested the first neural network based dynamic branch prediction algorithm. While 

in theory these predictors accomplish better performance than hybrid predictors. But in practical, due to their 

fetch latency their efficiency is not up to mark. 
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