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Abstract: This paper explores briefly some classification algorithms and their application in data mining to 

discover data mining models by analyzing a training data set. Various classifier models e.g., Naïve Bayes 

classifier, two functional models- Multilayer perceptron and SMO model, three decision tree models- ID3, J48 

and Random Forests are generated from the training data set. A decision tree model represents the decision 

making knowledge embedded within a database as classification hierarchy to determine the class label of a 

particular data record. A car evaluation database is used in investigating the functioning of the various 

classifiers. The research work demonstrates how efficiently the classification algorithms can identify the 

similarities and differences among different car objects by analyzing their characteristics represented with the 

attribute values within the training data set in building the models using Weka data mining tool. The generated 

models can be applied on the test data set in predicting unknown class labels. A comparative analysis of the 

performance of the classifiers is also presented. 
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I. Introduction 
In the modern technology world, a variety of modern vehicles are used for transportation in the roads 

and highways, air and water ways both in the private and public sectors. Millions of data records can be 

collected from the car sales and travelling records, which can be stored in databases for later analysis using 

intelligent software systems for decision making. Data mining [1-3] can be used to extract knowledge by 

analyzing transport data set using data mining algorithms. Various data mining methods and algorithms are used 

for data analysis. Classification [1-6] is a data mining method frequently used in Knowledge Discovery in 

Databases (KDD) processes. Classification is a supervised approach which is applied on a training data set to 

build a classification model. Among the various models, decision tree, neural network, and if-then rules are 

commonly used. Several classification algorithms have been investigated to study their performance and several 

improvements are proposed in [4-11]. The information and knowledge hidden in the training data set stored in a 

database can be extracted using classification algorithms e.g., ID3, C4.5, CART [9] and Naive Bayes to see 

insight into the data records to build classification models which can be applied on the test data set of unknown 

class labels to predict their class labels. In the decision tree based classification algorithms [1-6], the learning 

algorithm is applied to discover the optimized decision tree model by analyzing the attribute values by applying 

attribute test condition to select the best attributes of the training database to use as the nodes of the decision tree 

to be generated using each of the database partitions. 

 In this paper, a car evaluation database of UCI repository [12, 13] is analyzed by applying six 

classifiers using Weka [14] data mining tool to study their performance in data mining. In this study, 

classification efficiency, time requirement, precision etc. of the selected classifiers are obtained using Weka by 

analyzing the car evaluation database of 1728 instances, and a comparative analysis is presented. 

The paper is organized as follows. Section II provides a brief overview of some data mining 

classification algorithms. In section III, a car evaluation database is analyzed using some selected classifiers to 

discover classification models using Weka data mining tool and presents a comparative analysis of various 

features of accuracy by class which are obtained for each classifier. Section IV presents results and performance 

analysis of the selected classifiers. Finally, section V concludes with limitation, potential application and future 

work.  

 

II. Classification Algorithms 
The decision tree based algorithm ID3 [2] was presented by J. R. Quinlan and later he presented   C4.5 

algorithm in 1993 [4]. The ID3 algorithm is applied on forensic data, and several improvements have been 

proposed in [5]. An improved version of C4.5 algorithm of higher efficiency is proposed in [6] for large data set. 
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Data mining technique employs many methods, e.g., Decision tree, Bayesian classification, Neural network etc. 

for classification of training dataset. A new improved synthesized data mining algorithm CA for high 

dimensional dataset using Principal Component Analysis (PCA), CURE and C4.5 is presented in [9]. Detail 

investigation and applications of C4.5 are presented in [4, 6, 10]. A few research works [15, 16] investigate the 

relationship and application of association rules and classification in data mining.    

Decision tree method employs decision tree construction from large data set using decision tree 

induction algorithms. Several algorithms e.g., ID3, C4.5, CART build decision tree model for classification [9]. 

The ID3 algorithm [2] of J. R. Quinlan based on decision tree induction constructs a decision tree model by 

applying machine learning for data mining. The algorithm works by partitioning a training data set into subsets 

by choosing an attribute depending on attribute-based test [2]. The branches of the decision tree are formed with 

the outcomes of the test on the selected attribute by placing the partitions at different branches. The process 

terminates when a correct decision tree is formed for the records of the training data set [2].  

In the decision tree method, a partition containing the data records belonging to the same class is used 

to form a leaf of the decision tree, and the leaf is labelled with that class. Each path starting at the root that ends 

up at a leaf node following a branch, represents a class rule [2, 5] for determining a class satisfying some 

attribute-value relationships for some particular data records. It is expected that the number of unique classes 

that can be defined from the decision tree model generated from the training data set are equal to the number of 

branches labelled with unique conditions with which the decision tree terminates i.e., n branches, with the 

labelled leaf. Thus, the constructed decision tree model can be used to determine n different classes of the test 

data set. J48 algorithm is an extension of ID3 algorithm, and it is a Java implementation of C4.5 classification 

algorithm [11] in Weka. 

Naive Bayes Classifier applies Bayes theorem for classification on training data set [8, 17]. Random 

Forest [18] are based on random vectors that are generated for the growth of trees. Its classification accuracy is 

resulted from an ensemble of growing trees leading to the most popular class. These are a combination of tree 

predictors where each tree depends on the values of a random vector [18]. A random forest [18] is a collection 

of tree structured classifiers. A tree is grown using the training set and the random vector. Various research 

works [19, 20, 21] using classification and decision tree have been presented to investigate the application of 

classification algorithms in different real life systems to analyze the relevant database to discover decision tree 

models, e.g., students behavior and failure analysis. Sequential Minimal Optimization (SMO) algorithm [22, 23] 

can be used to train support vector machines (SVMs), which requires the solution of a very large Quadratic 

Programming optimization problem. The Multilayer Perceptron [24, 25] works using back-propagation 

algorithm, which consists of hidden layers within the input and output layers. 

 

III. Analysis of a Car Evaluation Database Using Data Mining Classifiers 
In this paper, the data analysis task is performed using a car evaluation database [12, 13] consisting of 

1728 instances of a car data set with 7 attributes by applying data mining classifiers using Weka data mining 

tool. Among the 7 attributes, first six attributes about the buying price, maintenance cost, number of doors, 

number of persons to carry, size of the luggage boot, and the safety level are used as input attributes  [12, 13]. 

The seventh attribute class is used as the classification output to represent 4 car classes, i.e., unacc, acc, vgood 

and good based on the various car features suitable for a particular group of customers. TABLE I, II, and III 

show the classification performance obtained by executing Weka 3.4.3 and Weka 3.8.3 [14] on the car 

evaluation database by applying Naive Bayes, ID3, J48, Random Forests, SMO and Multilayer Perceptron 

classifiers. For experimental purpose, the .arff file was obtained by using Weka 3.4.3, and for data mining, all of 

the classifiers used are of Weka 3.8.3, and only ID3 classifier is used using Weka 3.4.3. The data analysis is 

performed using a computer system with Intel Core i5 of 2.4 GHz, RAM 4.0 GB with HDD 1 TB executing 

Weka [14] data mining tool under Windows environment by applying the classification algorithms as shown in 

TABLE I.  

As an example, in percentage calculation, 88.83% of the 1728 instances are correctly classified, 4.17% 

are incorrectly classified, where 7% are left unclassified using ID3 algorithm for Fold = 4. Similarly, the 

percentage calculation can be obtained for Fold = 5. The Multilayer Perceptron algorithm has the highest 

number of correctly classified instances than that of all other algorithms for both Fold values 4 and 5, which is 

99.02% approximately. Naive Bayes algorithm has the lowest percentage of correctly classified instances for 

Fold = 5, which is approximately 85.19%. For both of the Fold values, Multilayer Perceptron takes the highest 

computation time, e.g., 5.31 second for Fold = 4, whereas Naive Bayes and J48 algorithms require minimum 

computation time among the classifiers excluding ID3 as shown in TABLE I. Random Forest classifier has very 

small classification time 0.08 sec. which is nearly the half of the classification time required by SMO classifier. 

Though ID3 classifier has also nearly the smallest classification time 0.02 sec., it left some instances 

unclassified- 7% and 6.31% for Folds 4 and 5 respectively. TABLE I demonstrates that Fold numbers has no 

large impact on classification time required for each classification algorithm. 
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Table I. Classification Statistics for Different Classifiers Applying on the Car Evaluation Database [12, 13] 

Using Weka [14]. 
Classification 

Algorithm 

Fold Correctly classified Incorrectly classified Unclassified Classification 

Time (sec.) Instances % (approx.) Instances % (approx.) Instances % (approx.) 

Naive Bayes 4 1487 86.05 241 13.95 0 0 0.02 

Naive Bayes 5 1472 85.19 256 14.81 0 0 0.01 

ID3 4 1535 88.83 72 4.17 121 7.00 0.02 

ID3 5 1536 88.89 83 4.80 109 6.31 0.02 

J48 4 1574 91.09 154 8.91 0 0 0.02 

J48 5 1582 91.55 146 8.45 0 0 0.01 

Random Forest 4 1621 93.81 107 6.19 0 0 0.08 

Random Forest 5 1617 93.58 111 6.42 0 0 0.08 

SMO 4 1608 93.06 120 6.94 0 0 0.14 

SMO 5 1610 93.17 118 6.83 0 0 0.14 

Multilayer 

Perceptron 

4 1711 99.02 17 0.98 0 0 5.31 

Multilayer 
Perceptron 

5 1711 99.02 17 0.98 0 0 5.22 

 

TABLE II shows that the structural properties of the classification tree generated using tree type classifier J48 

do not change for a particular algorithm with the changes in fold numbers.  

 

Table II. Classification Tree Properties for Tree Type Classifier J48 Using Weka [14] Applying on the Car 

Evaluation Database [12, 13]. 
Classification 

Algorithm 

Fold Class Labels Size of the 

Tree 

Number of 

Leaves 

J48 4 4 182 131 

J48 5 4 182 131 

 

TABLE II shows that the number of class labels, tree size and the number of leaves in the generated 

decision tree do not change with Fold numbers as demonstrated by J48 decision tree classification algorithm. 

TABLE III shows the values for some computed features e.g. TP Rate, FP Rate, Precision, Recall and  F-

Measure of accuracy by Class where the features have their usual meaning [14, 26] for various data mining 

classifiers with Fold = 4 obtained by analyzing the car evaluation database [12, 13] using Weka [14] for 4 car 

Classes. For Fold = 5, there is a small change in the computed values of the features for each algorithm, and the 

detail is skipped here for simplicity. 

 

IV. Results and Performance Analysis 
In this paper, a car evaluation database of 1728 instances consisting of 7 attributes of a car is analyzed 

using the classification algorithms Naive Bayes, ID3, J48, Random Forests, SMO and Multilayer Perceptron for 

comparative performance analysis of the algorithms. Features representing the classification performance of six 

classifiers are determined as percentage of total number of instances with time taken to build the model in 

second(s) for Fold = 4 and 5 using Weka [14] for each of the 4 car classes: acc for accepted, unacc for 

unaccepted, good for good and vgood for very good classes [12, 13], which are summarized in TABLE I. 

TABLE II shows the structural properties of the classification decision tree model generated using the tree type 

classifier J48 using Weka. Several classification features of accuracy for each of the 4 car classes for Fold = 4 

are summarized in TABLE III. Classification performance, classification accuracy by class, and precision of 

various classifiers are shown using bar charts for each of the 4 car classes for comparative analysis, which are 

graphically shown and explained below. 

 

Table III. Some Computed Features of Accuracy by Class for Fold = 4 for Various Classifiers Using Weka [14] 

Applying on the Car Evaluation Database [12, 13]. 
Algorithm Class TP Rate FP Rate Precision Recall F-Measure 

 
Naive  Bayes 

Unacc 0.960 0.185 0.924 0.960 0.941 

Acc 0.719 0.096 0.681 0.719 0.700 

vgood 0.492 0.001 0.941 0.492 0.646 

Good 0.261 0.008 0.563 0.261 0.356 

 

 
ID3 

unacc 0.972 0.029 0.990 0.972 0.981 

Acc 0.922 0.026 0.897 0.922 0.909 

vgood 0.907 0.006 0.796 0.907 0.848 

Good 0.800 0.010 0.692 0.800 0.742 

 

 

J48 

unacc 0.956 0.066 0.971 0.956 0.964  

Acc 0.867 0.060 0.806 0.867 0.836 

vgood 0.800 0.014 0.684 0.800 0.738 
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 Good 0.464 0.010 0.667 0.464 0.547 

 

Random 

Forests 
 

unacc 0.973 0.050 0.978 0.973 0.976 

Acc 0.901 0.039 0.867 0.901 0.884 

vgood 0.846 0.008 0.797 0.846 0.821 

Good 0.623 0.008 0.754 0.623 0.683 

 
SMO 

 

unacc 0.959 0.058 0.975 0.959 0.967 

Acc 0.883 0.050 0.835 0.883 0.858 

vgood 1.000 0.006 0.867 1.000 0.929 

Good 0.638 0.008 0.772 0.638 0.698 

 

Multilayer 
Perceptron 

unacc 0.999 0.006 0.998 0.999 0.998 

Acc 0.979 0.004 0.984 0.979 0.982 

vgood 0.985 0.002 0.955 0.985 0.970 

Good 0.899 0.003 0.925 0.899 0.912 

 

Fig. 1 and Fig. 2 graphically show the classification performance of various classifiers for Fold = 4 and Fold = 5 

respectively based on TABLE I. 

 

 
Fig. 1: Classification Performance of Various Classifiers Computed in Percentage of Total Number of Instances 

with Time Taken to Build the Model for Fold = 4 based on TABLE I Obtained Using Weka [14]. 

 

The charts shown in Fig. 3 to Fig. 8 demonstrates the accuracy by Class for the computed accuracy values 

shown in TABLE III obtained by applying different classifiers as labelled in the corresponding figure for Fold = 

4 using Weka [14] on the car evaluation database [12, 13]. 

 

 
Fig. 2: Classification Performance of Various Classifiers Computed in Percentage of Total Number of Instances 

with Time Taken to Build the Model for Fold = 5 based on TABLE I Obtained Using Weka [14]. 
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Fig. 3: Accuracy by Class for Naive Bayes Classifier (Fold = 4) Using the Computed Accuracy Values of 

TABLE III Obtained by Applying the Classifier on the Car Evaluation Database [12, 13] Using Weka [14]. 

 

 
Fig. 4: Accuracy by Class for ID3 Classifier (Fold = 4) Using the Computed Accuracy Values of TABLE III 

Obtained by Applying the Classifier on the Car Evaluation Database [12, 13] Using Weka [14]. 

 

 
Fig. 5: Accuracy by Class for J48 Classifier (Fold = 4) Using the Computed Accuracy Values of TABLE III 

Obtained by Applying the Classifier on the Car Evaluation Database [12, 13] Using Weka [14]. 
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Fig. 6: Accuracy by Class for Random Forests Classifier (Fold = 4) Using the Computed Accuracy Values of 

TABLE III Obtained by Applying the Classifier on the Car Evaluation Database [12, 13] Using Weka [14]. 

 

 
Fig. 7: Accuracy by Class for SMO Classifier (Fold = 4) Using the Computed Accuracy Values of TABLE III 

Obtained by Applying the Classifier on the Car Evaluation Database [12, 13] Using Weka [14]. 

 

 
Fig. 8: Accuracy by Class for Multilayer Perceptron Classifier (Fold = 4) Using the Computed Accuracy Values 

of TABLE III Obtained by Applying the Classifier on the Car Evaluation Database [12, 13] Using Weka [14]. 

 

 Fig. 9 depicts the comparative classification precision of various classifiers for Fold = 4 for 4 car classes unacc, 

acc, vgood and good. Among the classifiers, the Multilayer Perceptron classifier has the highest classification 

precision in classifying each of the 4 car classes. 
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Fig.9. Classification Precision of Various Classifiers Obtained by Applying the Classifiers on the Car 

Evaluation Database [12, 13] Using Weka [14] with Rearranging Data of TABLE III (Fold = 4) for Precision 

Only. 

In Fig. 9, Multilayer Perceptron classifier has the highest precision, approximately 99% for unacc car 

class. For vgood car class, Multilayer Perceptron classifier also has the highest precision whereas Naive Bayes 

has the second highest precision. For good car class, Multilayer Perceptron classifier also has the highest 

precision whereas Naive Bayes has the lowest precision than all other classifiers. Overall, Multilayer Perceptron 

classifier has the highest precision for all of the 4 car classes.  

The extracted knowledge obtained by analyzing the training data set using data mining technique can 

be used in efficient decision making [27, 28] for car sales promotion. To recommend a particular group of 

customers to purchase a particular class of car, the knowledge represented by the generated model based on the 

training data set can be used.    

 

V. Conclusion 
This paper presents the application of three types of classifiers- Bayesian, decision tree and functional 

on a car evaluation database using Weka to discover data mining models. Various features of classification 

performance- some important ones of them, e.g., classification time required in seconds to generate each model, 

percentage of correctly classified instances and incorrectly classified instances, precision etc. are compared for 

six classifiers. A comparative analysis on these features are also presented for 4 car classes. Based on the 

analysis presented in this paper, the best classifier can be chosen for data mining classification of a particular 

relational database. A car evaluation data set of 1728 instances of UCI repository has been analyzed using 

classification algorithms- Naive Bayes, ID3, J48, Random Forests, SMO and Multilayer Perceptron for data 

mining using two Folds 4 and 5. The classification performance of each algorithm with the obtained values of 

the features for 4 car classes for all of the six algorithms have been presented. Among the decision tree 

classifiers used, though ID3 has comparatively very small classification time to generate the model, it lefts some 

instances unclassified, and hence a possible efficient solution may be attempted to find for this algorithm. Some 

computed features of accuracy by class for Fold = 4 for various classifiers are also shown. Finally, the 

classification precision of the selected six classifiers are compared, which are obtained using Weka for Fold = 4, 

and shown graphically for comparative analysis to choose the appropriate classifier for using in data mining 

classification task. The research work demonstrates the variety of classifiers and also their comparative 

performance. An intelligent software system may be attempted to develop for automation of car sales promotion 

and advisory intelligent information system based on using the extracted knowledge of the past sales database 

through generating data mining models by incorporating data mining systems.  
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