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Abstract 
The drought of fake news in the cover of the digital age makes information quality and its influence by senses. To 

address this issue, this paper introduces an innovative process to counter the misinformation spread by designing 

a real-time detection and mitigation model which is based on an AI Environment. Existing solutions do post-

publication fact-checking, but our proposed system performs cross-verification of news sources for extracting 

facts from publications, it observes language patterns and compares content with trusted databases, analyzing 

the reliability among them in real-time. We empirically show that this approach achieves a significant 

improvement in performance over the state-of-the-art on both the LIAR dataset and real-time social media 

analysis. Our results demonstrate that the system is able to attain 89% of accuracy on detecting fake news, with 

a processing latency lower than 1.5s per article. It provides a real-time scalable solution to detect and combat 

fake news, assisting in the continued fight to keep online information accurate. 
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I. Introduction 
Background on fake news and its impact 

A proliferation of information at a pace unexperienced before with pools in the web, resulting in an 

alarming speed and volume for sharing misinformation also known as fake-news. It is a phenomenon with 

profound consequences for public opinion, the political process and social cohesion. A study by Vosoughi et al. 

demonstrated that false news diffused farther, faster, deeper, and more broadly (S1 Table), and this was true at 

the level of both cascades and individuals, in support of our first hypothesis. 

Fake news does more than merely mislead. It has been proven to sway elections², to undermine trust in 

institutions³ and even incite violence⁴. It also has a significant economic dimension with estimates showing that 

fake news costs the global economy $78 billion a year⁵. 

 

Current approaches to fake news detection 

Current methods used to detect fake news are heavily based on fact-checking after publication, which 

mostly is done through human intervention in the form of professionals reviewing material or by crowd-sourced 

information⁶. These are useful defenses, but they are too slow to stop the propagation of misinformation when it 

is first set loose. While automated systems based on machine learning hold promise, many are challenged to 

process misinformation in real-time and to adapt to evolving forms of deceptive behaviors⁷. 

 

The existing approaches can be broadly classified into: 

1. Based on content: This type focuses on the formal (syntactic) features of text (writing style, sentiment, 

complexity)8. 

2. User-based methods: These types of information target the individuals who make or share the substance or 

indeed how they are extraordinary from other users5. 

3. These methods include:Propagation-based methods: These study the process information spread through social 

networks1⁰ 

4. Source-based: These sorts of techniques are used to evaluate the credibility of information source¹¹. 

 

Limitations of existing methods 

The main limitations of current fake news detection methods include: 

1. Delayed response time: Most systems are applied post-publication, so false information will have already been 

disseminated before it can be found and flagged¹². 

2. Scalability issues: A lot of fresh content makes many current approaches difficult for large scale applications, 

especially on social media platforms.13 

3. Lack of adaptability: Fake news evolves rapidly, and many systems fail to keep pace with new types of 

misinformation¹⁴. 
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4. Over-reliance on specific features: Some methods depend too heavily on particular linguistic patterns or known 

false claims, making them vulnerable to sophisticated deception techniques¹⁵. 

5. Context insensitivity: Many systems fail to account for cultural, temporal, or situational context, leading to 

misclassifications¹⁶. 

 

Objectives of the proposed AI system 

We aim to overcome these limitations by proposing a system that: 

1. Detect and Mitigate Fake News in real-time, with a throughput target of less than 2 seconds per item. 

2. Cross-referencing claims against multiple verified sources for accuracy 

3. Building adaptive learning mechanisms to discover indigenous misinformation patterns.. 

4. Immediately engaging social media sites to intervene directly, curbing the fake news at the point of origin. 

5. Adding context-aware analysis to increase accuracy between different cultures and situations. 

 

Related Work 

The current state of the art in fake news detection uses various techniques, each with some pros and 

cons. Shu et al. more complex features, such as linguistic-based features [17] and user engagements in social 

media [14], were proposed in a model using several types of ubiquitous learning senses, which could achieve an 

accuracy of up to 75 %. The relevance of their work lies in the fact that detecting fake news is a two‐part process 

consisting of content related as well as social context related aspects. 

Also, Wang ¹⁸ also proposed a hybrid CNN-LSTM model for the same LIAR dataset with an accuracy 

of 82%. This work showcased how deep learning methods could capture subtle, nuanced patterns within textual 

data. But they were not able to be used in real time, making their usefulness minimal. 

Popat et al. constructed an external evidence based tool to evaluate the quality of claims, which was 

effective but only to the extent that reliable external sources were available¹⁹. They demonstrated the power of 

multi-source verification, a principle we further develop in our proposed solution. 

Ruchansky et al. an approach that takes user browsing history, article text and source features as input 

to achieve high accuracy but at the cost of being non-scalable for real-time²⁰. Inspired by this approach, we 

designed our feature extraction processes to capture multiple aspects of posters. 

Recent work shows that Cui et al. tested graph neural networks in fake news detection, by showing that 

it captures well the disseminated path of misinformation²¹. Yet, their method was still very post-publication data-

dependent and was thus less useful for real-time detection. 

Kohime and Gomez–Rodríguez introduced an online rumor spreading detector on Twitter with F-Score 

0.762¹⁵ in real time processing domain and Helmstetter and Paulheim also suggested a realtime rumor detection 

system for Twitter, achieving an F1-score of 0.742²². This was a significant improvement over having text 

supervisors to manually mark up transcripts, but it still had some way to go in terms of its accuracy. 

Our work extends these foundations by addressing limitations, in particular related to real-time 

processing and multi-source verification. Specifically, we unify the core strengths of content-based, user-based, 

propagation-based, and source-based methods into a cohesive real-time system. 

 

II. Methodology 
System Architecture 

Our proposed system consists of four main components: 

1. Data Ingestion Module: A component for the real time data ingestion of Articles and social media posts. It 

interacts with different social media APIs and it can read RSS feeds of news sites. Besides, the initial data 

preprocessing like handling HTML tags and text normalization. 

2. Feature extraction module: It inspect the content ingested, then extract features which are actually meaningful 

from it. They apply the methods of natural language processing to study such structures or patterns and 

attributes of what they wrote. It also pulls out metadata on the source of those articles and how that content has 

been promulgated. 

3. Multi Source Verify Module: It is the major innovation of our system. It cross-checks the content with a built-

in fact-checked curated database and other reputable sources of information. In particular, the module leverages 

semantic similarity measures to identify claims that are related and their corresponding fact-checked status. 

4. Classification Module: The last module which calculates the probability of a post being fake news. This uses a 

machine learning ensemble to determine it based on the extract features and multi-source verification results; 

 

Data Collection and Preprocessing 

For first training and validation, we used the LIAR dataset²³. We work with the LIAR-PLUS dataset of 

12,836 short statements and their labels for truthfulness (pants-fire-false-barely-true-half-true-mostly-true), as a 
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multi-labeling scheme. There is additional metadata included with the speaker, speaker's job, state, party, context 

and counts of prior rulings for each statement in the dataset. 

To test our pipeline in real-time, a Twitter streaming API is used for collecting and analyzing tweets in 

real time. Our interest was exclusively in news-related keywords and hashtags for tweets. 

 

The preprocessing pipeline contains the next steps: 

1. Text Preprocessing The task of text cleaning is carried out where special characters, URLs are removed and 

some credit should be given to convert your text in lowercase and much more. 

2. Tokenization:- It means representing the words of a text and dividing it into meaningful sections. 

3. Removing common words that simply hold space such as a, and so on. 

4. Lemmatization: The process by which the words are converted into their base or dictionary form. 

 

Feature Extraction 

Our system extracts a comprehensive set of features to capture various aspects of the content: 

1. Linguistic features: 

○ Sentiment: We use VADER (Valence Aware Dictionary and sEntiment Reasoner)²⁴ to compute sentiment 

scores. 

○ Subjectivity: Computed using TextBlob²⁵. 

○ Complexity: We calculate readability scores (e.g., Flesch-Kincaid) and lexical diversity. 

○ Part-of-speech distributions: Analyzing the distribution of nouns, verbs, adjectives, etc. 

○ Named Entity Recognition: Identifying and categorizing named entities in the text. 

2. Source credibility: 

○ Historical accuracy: We maintain a database of sources and their historical accuracy rates. 

○ Domain reputation: Using third-party domain reputation scores. 

○ Author credibility: When available, we consider the author's past accuracy and credentials. 

3. Content similarity: 

○ TF-IDF similarity with known true and false claims. 

○ Semantic similarity using word embeddings (Word2Vec²⁶ or GloVe²⁷). 

○ Jaccard similarity of n-grams. 

4. Propagation patterns: 

○ Velocity: Rate of shares/retweets over time. 

○ Network characteristics: Analyzing the network of users sharing the content. 

○ Temporal patterns: Time of day, day of week patterns in propagation. 

 

Multi-Source Verification Algorithm 

Our novel multi-source verification algorithm operates as follows: 

1. Claim Extraction: We use OpenIE (Open Information Extraction)²⁸ to extract claims from the input text. 

2. Claim Matching: For each extracted claim, we search our database of fact-checked information for similar 

claims. We use a combination of TF-IDF and semantic similarity (using BERT embeddings) to compute 

similarity scores. 

3. Source Retrieval: We query multiple reputable news sources and fact-checking websites for related 

information. 

4. Credibility Scoring: Based on the matched claims and retrieved information, we compute a credibility score. 

This score considers the agreement between sources, the credibility of the sources, and the confidence of the 

claim matches. 

5. Confidence Estimation: We also compute a confidence score for our verification, which helps in identifying 

cases that may require human review. 

 

Classification Model 

Gradient Boosting + BERT²⁹ Ensemble model: 

1. Model 2: Gradient Boosting Model :This model is based on XGBoost³⁰ and it takes numerical features as well 

as categorical features that were converted during the feature extraction stage. 

2. Represented as BERT Model: We fine-tuned a pre-trained BERT model for the task. This is the model that 

takes the raw text input. 

3. Combining the outputs of both models using a weighted average where we identified the weights through cross-

validation (Ensemble). 

The final output is a probability distribution over the six veracity classes from the LIAR dataset. 
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III. Results 
Performance on LIAR Dataset 

We evaluated our system on the LIAR dataset, achieving the following results: 

 
 

Real-Time Performance 

In our real-time tests processing Twitter data: 

● Average processing time per tweet: 1.3 seconds 

● Throughput: 750 tweets/second 

● False positive rate: 6% 

● False negative rate: 8% 

 

 

 
 

Comparative Analysis 

Our system outperformed existing benchmarks: 

 
 

Ablation Study 

We conducted an ablation study to understand the contribution of each component: 



AI For Real-Time Detection And Mitigation Of Fake News Via Multi-Source Verification 

DOI: 10.9790/0661-2605030918                          www.iosrjournals.org                                                   13 | Page 

 
 

Error Analysis 

We conducted an error analysis of our system as follows: 

1. False Positives: Satire or Parody accounted for most false positives misclassified as fake news. It further 

underlines the difficulty in telling intentionally misleading jokes. 

2. Greatest weakness: The system performed worst with the most insidious type of misinformation, which 

included a mix of true and false information. This draws attention to fine-grained claim verification. 

3. Contextual Errors: For errors originating in failures to understand context (e.g., statements referring to news 

events and making predictions happening in real-time). 

 

IV. Discussion 
Key Findings 

Experiments show that the proposed system is more accurate and faster than existing methods on our 

dataset. Not surprisingly, the multi-source verification component revealed the most gain in statistical accuracy 

(6 points). Its real-time processing speed, with an average latency of 1.3 seconds, lends itself to fast response rates 

before misinformation can proliferate. 

Ablation study: Results from the ablation study also indicate that each module in our system shows 

considerable improvements to the performance of the entire system. More importantly, this module played an 

essential role in addressing misinformation with intricate and nuanced cases, such as the multi-source verification 

module. 

 

Implications 

The exceptional accuracy and real-time performance of our system are associated with a number of 

important consequences: 

1. Pre-Emtive: Identifying fake news instantaneously allows intervening before the fake news becomes a 

widespread phenomenon, at least to diminish its impact. 

2. Increased User Confidence: Caught there and then fake news can also restore user confidence in the online 

platforms and digital news sources. 

3. One obvious use is to support human fact-checkers in their efforts (though it should be noted that our goal is to 

complement, not replace humans); thereby enabling them to take on harder cases. 

4. Designed for Adaptability: The model continues to work so long as trends of misinformation remain, and it can 

learn from these new patterns but remains effective, even with the evolving techniques and tactics in fake news. 

 

Limitations 

Despite its strong performance, our system has several limitations: 

1. Reliance on updated fact-checking databases : The success of the multi-source verification dimension can – if 

not SURELY will – depend on how concrete and refreshed our database of fact-checked sources is. 

2. Potential for Cultural or Contextual Misinterpretations: Our system includes some contextual features but may 

still struggle with highly context-dependent content, particularly across cultures and in fast-moving news 

situations. 

3. Computational intensity: Our system performance in real time relies on significant computational resources and 

may possibly hinder its scalability under certain situations. 

4. Privacy: Filanoti is scanning social media on VPNs and promises to respect privacy. 

5. Emerging topics: For extremely recent events or issues, there may not be a critical mass of verified information 

available to effectively multi-source verify. 

 

Ethical Considerations 

The information control and the potential for misuse also raise challenging ethical questions in our 

system. Our proposals to deal with these concerns include: 

1. Publicly Open, Auditable Implementation: The code and model that operates a function should be open to the 

public and subject to audits so that it can be fairly vetted for incorrect use. 
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2. Transparency: System-flagged or -altered content should be disclosed clearly to users. 

3. Human review: The system will not run in real-time but the gray cases and challenges can be picked for human 

interfacing. 

4. Bias audits: Finally, the system would be audited to ensure that it does not biasedly benefit or mislabel content 

from particular demographics / viewpoints. 

5. Uplift the user: Provide users with more context and resources for verifying information so they can decide for 

themselves instead of having content disappear. 

 

Future Directions 

Future work will focus on: 

1. Multimodal analysis: Image and Video Analysis to Identify Manipulated Media & Verify Visual-Textual 

Representation Relevance 

2. Rubric: Component design that explicitly explains what led any piece of content to be called as Fake News. 

3. Cross-lingual: Attempting to make the system be deployable on all regions, in order not only to generalize it 

well for other languages but also adaptively work across multiple cultural contexts! 

4. Federated learning. Federated learning research is not new and is in fact a core piece of the overall AnonML 

puzzle, but has commanded widespread interest recently as an access-limited bridge to gain privacy- and cross-

platform benefits without having to share raw data or model checkpoints. 

5. Personalized calibration: methods to calibrate the system’s output based on an individual-user study of how 

they consume information and their susceptibility to different types of misinformation 

 

V. Conclusion 
n this paper we introduce the first real-time fake news detection technique that significantly outperforms 

existing methods in terms of both accuracy and speed. Our multi-source verification method and powerful 

linguistic analysis with propagation capabilities makes it difficult for misinformation to spread. Now more than 

ever, with digital misinformation presenting significant societal challenges — systems like ours are destined to 

play an important role in ensuring online information ecosystems stay healthy for all stakeholders. 

An accuracy of 89% and item processing time of 1.3 seconds is achievable, and shows the potential to 

intervene in real-time fake news proliferation. But the ethical sectors and its consequent potential for abuse 

illustrate this should be introduced with great care along with permanent supervision. 

1. Contributions— Our work contributes to the domain of fake news detection in various dimensions. 

2. Real-time Implementation: We show that it is possible to gain high accuracy in detecting fake news without 

jeopardizing real time performance. 

3. Cross-referencing claims with multiple sources: New algorithm for better detection. 

4. A unified feature representation: The system obtains a comprehensive view of misinformation by integrating 

linguistic process, source-based and propagation-based features; 

Our method is able to learn new patterns of misinformation, providing an adaptive learning capability 

that is not available in existing methods. When misinformation tactics evolve, our system is still able to add new 

knowledge from the updated method as feature weights are adjusted which keeps this effective. 

The results were significant and contributed to the advancement of fake news detection, yet we all 

understand that solutions to such a complex issue as misinformation can not be purely technical, hence our system 

is just one part of the solution rather than a solution per se. Combating fake news is a multifaceted problem 

requiring political leaders, journalists, and technologists to work together with shared responsibility around digital 

literacy education, responsible journalism, and platform policies. 

In addition, because fake news creators will always find new ways to spread misinformation in response 

to the latest AI systems, even if it is possible to detect them, the problem will not be solved. It means the research 

and development work is never truly done in this space — it must continuously anticipate new threats. 

In sum, while our real-time fake news detection system provides a valuable weapon to tackle the spread 

of misinformation, it should best be seen as part of an ecosystem when finding out solutions. But as the team 

notes, while improvements to the technical performance of such systems is only one piece of the puzzle, future 

work should also consider how to deploy these tools responsibly and in partnership with broader societal efforts 

to enhance information integrity. 

 

Appendices 
Appendix A: Detailed System Architecture 

Our system architecture consists of four main modules: Data Ingestion, Feature Extraction, Multi-Source 

Verification, and Classification. Here, we provide a more detailed breakdown of each module: 

1. Data Ingestion Module: 
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○ Social Media API Connector: Interfaces with Twitter, Facebook, and other social media APIs to collect real-

time data. 

○ RSS Feed Parser: Collects articles from various news websites. 

○ Data Sanitizer: Removes HTML tags, normalizes text, and handles encoding issues. 

○ Data Queue: Implements a priority queue to manage incoming data streams. 

2. Feature Extraction Module: 

○ Text Preprocessor: Implements tokenization, stop-word removal, and lemmatization. 

○ Linguistic Feature Extractor: Computes sentiment, subjectivity, and complexity scores. 

○ Source Credibility Assessor: Evaluates the reputation of content sources. 

○ Propagation Pattern Analyzer: Examines how content spreads through networks. 

3. Multi-Source Verification Module: 

○ Claim Extractor: Identifies key claims in the text using OpenIE. 

○ Similarity Computer: Calculates TF-IDF and semantic similarity with known claims. 

○ External Source Querier: Interfaces with fact-checking websites and reputable news sources. 

○ Credibility Scorer: Computes an overall credibility score based on multi-source verification. 

4. Classification Module: 

○ Gradient Boosting Model: XGBoost model trained on extracted features. 

○ BERT Model: Fine-tuned BERT model for text classification. 

○ Ensemble Combiner: Weighted average of individual model outputs. 

○ Confidence Estimator: Computes confidence scores for classifications. 

 

Appendix B: Feature Extraction Details 

Our system extracts the following features: 

1. Linguistic Features: 

○ Sentiment: Positive, negative, and compound scores using VADER. 

○ Subjectivity: Score between 0 (objective) and 1 (subjective) using TextBlob. 

○ Complexity: Flesch-Kincaid readability score, average word length, sentence length. 

○ Lexical Diversity: Type-Token Ratio (TTR) and Moving-Average TTR (MATTR). 

○ Part-of-Speech Distributions: Percentages of nouns, verbs, adjectives, etc. 

○ Named Entities: Counts of person, organization, and location entities. 

2. Source Credibility Features: 

○ Domain Reputation: Score from 0 to 1 based on third-party reputation databases. 

○ Historical Accuracy: Percentage of previously fact-checked claims from the source that were true. 

○ Author Credibility: When available, a score based on the author's past articles and credentials. 

3. Content Similarity Features: 

○ TF-IDF Similarity: Cosine similarity with known true and false claims. 

○ Semantic Similarity: Cosine similarity of document embeddings (using BERT) with known claims. 

○ Jaccard Similarity: Similarity of n-grams (n=1,2,3) with known claims. 

4. Propagation Features: 

○ Velocity: Number of shares/retweets per hour since publication. 

○ Network Spread: Number of unique users sharing the content. 

○ User Credibility: Average credibility score of users sharing the content. 

○ Temporal Patterns: Time of day and day of week of shares/retweets. 

 

Appendix C: Multi-Source Verification Algorithm 

Here's a detailed description of our multi-source verification algorithm: 

1. Claim Extraction: 

○ Input: Raw text of the article or social media post 

○ Process: Use OpenIE to extract (subject, predicate, object) triples 

○ Output: List of extracted claims 

2. Claim Matching: For each extracted claim: 

○ Compute TF-IDF vector of the claim 

○ Compute BERT embedding of the claim 

○ Search fact-check database for similar claims: 

■ Calculate cosine similarity using TF-IDF vectors 

■ Calculate cosine similarity using BERT embeddings 

○ Return top 5 matches based on combined similarity score 

3. Source Retrieval: 

○ Query fact-checking websites (e.g., Snopes, PolitiFact) with the claim text 
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○ Query top news websites with the claim text 

○ Collect the top 3 results from each source 

4. Credibility Scoring: For each matched claim and retrieved source: 

○ Assign a base credibility score (1 for reputable sources, 0.5 for unknown, 0 for known unreliable sources) 

○ Adjust score based on agreement with other sources 

○ Adjust score based on recency of the information 

○ Compute a weighted average of all scores 

5. Confidence Estimation: 

○ High confidence: Multiple high-credibility sources agree 

○ Medium confidence: Some agreement among sources, but with caveats 

○ Low confidence: Conflicting information or lack of reliable sources 

 

Appendix D: Model Hyperparameters 

1. XGBoost Model: 

○ max_depth: 6 

○ learning_rate: 0.1 

○ n_estimators: 100 

○ subsample: 0.8 

○ colsample_bytree: 0.8 

○ objective: 'multi:softprob' 

○ num_class: 6 

2. BERT Model: 

○ model: 'bert-base-uncased' 

○ max_length: 512 

○ batch_size: 16 

○ learning_rate: 2e-5 

○ epochs: 4 

3. Ensemble Weights: 

○ XGBoost weight: 0.6 

○ BERT weight: 0.4 

These hyperparameters were determined through grid search cross-validation on the validation set. 

 

Appendix E: Dataset Statistics 

LIAR Dataset: 

● Total instances: 12,836 

● Training set: 10,269 

● Validation set: 1,284 

● Test set: 1,283 

● Classes: 6 (pants-fire, false, barely-true, half-true, mostly-true, true) 

● Features: 14 (including metadata like speaker, context, etc.) 

 

Class Distribution: 

● pants-fire: 1,050 (8.18%) 

● false: 2,511 (19.56%) 

● barely-true: 2,108 (16.42%) 

● half-true: 2,638 (20.55%) 

● mostly-true: 2,466 (19.21%) 

● true: 2,063 (16.07%) 

 

Real-time Twitter Data: 

● Collection period: 30 days 

● Total tweets collected: 1,000,000 

● Tweets related to news: 150,000 

● Manually labeled subset: 10,000 

● False news instances in labeled subset: 2,500 (25%) 

 

Appendix F: Error Analysis Examples 

1. False Positive Example: Text: "Breaking: Moon found to be made of cheese, NASA scientists baffled!" True 

Label: True (satire) Predicted Label: False Analysis: The system failed to recognize the satirical nature of the 
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content. The outlandish claim, combined with the authoritative mention of NASA, led the system to classify it 

as fake news rather than satire. 

2. False Negative Example: Text: "Study shows climate change effects are reversing, global temperatures 

decreasing." True Label: False Predicted Label: True Analysis: This subtle misinformation combines a true 

concept (climate change studies) with false conclusions. The system likely found legitimate sources discussing 

climate change studies and failed to accurately parse the false conclusion. 

3. Contextual Error Example: Text: "President announces new healthcare bill will take effect immediately." True 

Label: False (at the time of classification) Predicted Label: True Analysis: This statement, while false at the 

time of classification, could become true in the future. The system struggled with the temporal context, likely 

finding legitimate sources discussing potential healthcare bills. 

These examples highlight the ongoing challenges in fake news detection, particularly in handling satire, 

subtle misinformation, and context-dependent statements. 
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