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Abstract 
Network attacks pose a major security threat in today's society. From small mobile devices to large cloud 

platforms, nearly all computing products we use daily are interconnected and vulnerable to network intrusions. 

As the number of network users rapidly grows, these intrusions have become more frequent, volatile, and 

sophisticated. Detecting these intrusions in real-time across such extensive networks is critical yet highly 

challenging. Consequently, machine learning-based Network Intrusion Detection (NID) systems, recognized for 

their intelligent capabilities, have gained significant attention in recent years. Unlike traditional signature-

based methods, AI-driven approaches are more effective at identifying advanced and evolving network attack 

variants. However, despite achieving high detection rates, existing systems often face a trade-off with elevated 

false alarm rates, which can impact the overall effectiveness of the intrusion detection system. This paper 

proposes the most effective machine learning algorithm for NID, specifically Decision Tree, applied to a 

dataset to enhance detection efficiency. 
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I. Introduction 
With the rapid advancement of digital infrastructures, network security has become a critical concern. 

From personal mobile devices to extensive cloud platforms, almost every digital product integrated into daily 

life is connected to networks, making them susceptible to cyber threats. Network intrusions, in particular, have 

become an increasingly significant issue, with the frequency and complexity of attacks rising in parallel with the 

expansion of network usage. The dynamic nature of these intrusions highlights the necessity for robust and 

adaptable Network Intrusion Detection (NID) systems that can effectively identify and counteract threats in real 

time. 

Traditional signature-based NID approaches, while effective against known attacks, often fall short in 

recognizing novel or evolving threats. This limitation has prompted the adoption of machine learning (ML) 

techniques, which provide a more flexible solution by detecting patterns and anomalies in network traffic 

indicative of intrusions. Machine learning-based NID systems have shown considerable potential in not 

only identifying known attack types but also in adapting to emerging attack patterns. However, challenges 

persist, as many current ML-driven NID systems achieve high detection rates but also exhibit elevated false 

positive rates, which can undermine the overall effectiveness of intrusion detection systems. 

This study presents the Decision Tree algorithm as the most efficient method for detecting network 

intrusions. By analyzing its performance in comparison to other machine learning techniques, the findings 

underscore the Decision Tree's effectiveness in accurately identifying threats while minimizing false alarms. 

 

II. Related Work 
Network Intrusion Detection (NID) has evolved significantly from traditional methods to more 

sophisticated machine learning (ML) techniques, driven by the increasing complexity and frequency of cyber 

threats. Traditional signature-based NID systems primarily identify known attacks by matching observed 

patterns against a database of predefined signatures. While these systems are effective for recognized threats, 

they struggle with new or unknown attack types, which limits their utility in dynamic network environments. 

To address the rising threat of unknown cyber-attacks, significant research has been devoted to the 

development of intrusion detection systems (IDS) that effectively identify and mitigate malware, vulnerabilities, 
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and exploits. Since the early 2000s, various data mining (DM) and machine learning (ML) methods have been 

successfully applied to IDS, leading to the creation of algorithms tailored for enhancing detection performance. 

Specifically, DM techniques have been instrumental in uncovering trends and associations within extensive 

datasets, as shown in the works of Hodo et al. [1,2]. Artificial neural networks (ANNs) have also been widely 

applied in multiclass intrusion detection tasks, utilizing feed-forward neural networks trained via back-

propagation to predict intrusions [3]. 

In addition to ANNs, other ML methods, such as Support Vector Machines (SVM) and Random 

Forests, have been utilized in IDS frameworks. Research by Roopadevi et al. demonstrates the advantages of 

SVM with feature reduction for intrusion detection [4], while Zhang and Zulkernine proposed a hybrid IDS 

model employing Random Forests for enhanced detection in network-based systems [5]. These studies indicate 

that certain classification algorithms excel in detecting specific types of attacks, though some are less effective 

in other scenarios. Multiclassifier models have been suggested to address these limitations, particularly with 

approaches like Random Forests in network intrusion detection systems (NIDS). 

Moreover, Farid et al. investigated hybrid DM algorithms to boost the classification accuracy of Naïve 

Bayes in multiclass intrusion detection scenarios [6]. Building on this, Koc et al. introduced an IDS framework 

based on data mining, utilizing the KDD’99 dataset to demonstrate the effectiveness of the Hidden Naïve Bayes 

(HNB) model in addressing challenges such as correlated features and high data volumes within IDS 

applications [7]. 

 

III. Methodology 
The following methodology outlines the process used to develop a Decision Tree classifier for 

detecting network intrusions. The approach combines data preprocessing, feature engineering, and model 

evaluation to achieve high accuracy and reliability. 

 

Data Collection 

The dataset used in this study simulates a real-world military network environment with diverse 

intrusions, mimicking a US Air Force Local Area Network (LAN). It contains labeled records, where each 

connection is identified as either normal or as a specific type of attack (e.g., DoS, Probe, R2L, U2R). 

 

Each record consists of 41 features (38 quantitative and 3 qualitative) and a target label with two categories: 

● Normal 

● Anomalous (Attack) 

 

Figure 1: Graph Represents Anomalous and Normal network connection 

 
 

Data Preprocessing 

Given the complexity of the dataset, preprocessing was critical. The preprocessing steps included: 

● Handling Missing Values: The dataset contained non-null counts for each column, confirming that no data 

imputation was required. 
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● Encoding Categorical Variables: Three features, including protocol_type, service, and flag, were 

categorical. These were transformed using label encoding to prepare the data for the Decision Tree classifier. 

● Feature Scaling: To optimize model performance, numerical features were scaled, ensuring that no feature 

disproportionately influenced the model's learning process. 

 

Figure 2: Data overview 

 
 

Feature Selection 

Feature selection was conducted to reduce dimensionality and improve the Decision Tree's efficiency. 

Using correlation analysis and feature importance scores calculated by an initial Decision Tree model, irrelevant 

or redundant features were identified and excluded. This approach allowed for a more streamlined model that 

focused on high-impact features, such as src_bytes, dst_bytes, and other connection-related metrics. 

 

Figure 3. Image represents Selected Features 
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Decision Tree Classifier Setup 

The Decision Tree algorithm was selected for its interpretability and ability to handle both categorical 

and numerical data efficiently. The Decision Tree was configured with the following parameters: 

● Criterion: "Gini index" was used as the splitting criterion to measure node impurity. 

● Max Depth: Depth of the tree was optimized based on validation results, balancing accuracy and 

overfitting. 

● Min Samples Split: The minimum number of samples required to split an internal node was adjusted to 

control the tree's growth, helping to prevent overfitting. 

These parameters allowed the model to create a robust structure that could identify patterns associated 

with different network intrusions effectively. 

 

Model Training and Testing 

Data Split: The dataset was divided into an 80:20 ratio for training and testing. The 80% training set was used 

to build and train the model, while the remaining 20% served as a test set to evaluate the model's performance 

on unseen data. 

 

Figure 4. Image of Class Distribution Training Set 

 
 

Training Process: 

● During training, the Decision Tree classifier iteratively divided the dataset based on feature values, forming 

branches where nodes represented feature-based decisions and leaf nodes represented the final classification 

(normal or anomalous). 

● The Gini index criterion was employed at each node to assess impurity, splitting nodes in a way that 

maximized the purity of each branch. This allowed the tree to efficiently classify patterns within the dataset. 

● Hyperparameters such as maximum tree depth and minimum samples per split were adjusted through cross-

validation, ensuring a balance between learning capacity and generalizability. 

 

Figure 5. Represents Training Time 

 
 

Testing Process: 

● Once the model was trained, it was evaluated on the test dataset. The Decision Tree used the learned structure 

to predict labels for the test data, classifying each connection as either normal or anomalous. 

● Performance metrics such as accuracy, precision, recall, and F1-score were calculated to assess the model’s 

effectiveness. These metrics helped determine not only how often the model correctly identified intrusions but 

also its ability to minimize false positives and false negatives. 

 

Figure 6. Represents Testing Time 

 
 

Figure 7. Represents Train Score 

 
 

Evaluation Metrics and Analysis 

To thoroughly evaluate the Decision Tree model's performance, the following metrics were used: 

● Accuracy: Defined as the ratio of correctly classified instances (both normal and anomalous) to the total 

number of instances, accuracy was the primary metric for evaluating overall performance. 

● Precision and Recall: Precision (the ratio of true positives to the sum of true and false positives) and Recall 
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(the ratio of true positives to the sum of true positives and false negatives) provided insights into the model’s 

ability to correctly identify intrusions (attack class) while minimizing false alarms. 

● F1-Score: This metric, the harmonic mean of precision and recall, balanced the two measures, providing a 

comprehensive evaluation of the model’s detection accuracy. 

● Confusion Matrix: The confusion matrix illustrated the model's true positive, false positive, true negative, and 

false negative counts, offering a visual summary of classification results and identifying potential 

misclassification patterns. 

 

Figure 8. Shows Decision Tree Classifier Testing 

 
 

IV. Result 
The performance evaluation of the Decision Tree classifier was conducted using a dataset designed to 

simulate network intrusion scenarios, consisting of both normal and anomalous network traffic. The Decision 

Tree achieved an impressive accuracy score of 99.4%, positioning it as the most effective model among those 

evaluated, which included K-Nearest Neighbors (KNN) and Logistic Regression, with accuracy scores of 

98.0% and 93.8%, respectively. 

 

Figure 9. Shows the accuracy of KNN, Logistic Regression, Decision Tree 

 
 

A. Decision Tree Classifier Performance: 

The Decision Tree model outperformed its counterparts, showcasing its ability to accurately classify 

network connections with minimal error. The high accuracy of 99.4% reflects its capability to distinguish 

effectively between normal and anomalous traffic, resulting in a reliable intrusion detection system (IDS). 

 

Precision Score and Recall: The graphical analysis of precision and recall demonstrated that the Decision Tree 

achieved the highest precision and recall scores among the models evaluated. This indicates that the model not 

only effectively identified intrusions (high recall) but also maintained a high standard in minimizing false 

positives (high precision). These attributes are crucial for practical IDS applications, where both sensitivity and 

specificity are required to ensure operational effectiveness. 

 

Figure 10. The graph illustrating the precision and recall scores to visually compare the performance of the 

Decision Tree against KNN and Logistic Regression. 
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F1 Score: The Decision Tree also exhibited the highest F1 score, indicating a balanced trade-off between 

precision and recall. This reinforces the model's robustness in accurately detecting intrusions while minimizing 

false alarms. The F1 score is a vital metric in cybersecurity applications, as it highlights the model's 

effectiveness in real-world scenarios where both false positives and false negatives can have significant 

consequences. 

 

Figure 11. The graph of the F1 scores represent that the superior performance of the Decision Tree in 

comparison to the KNN and Logistic Regression. 

 
 

V. Conclusion 
The Decision Tree classifier has proven to be a robust and efficient tool for network intrusion 

detection, achieving a remarkable accuracy rate of 99.4%. This high level of accuracy surpasses that of both 

Logistic Regression and K-Nearest Neighbors, reinforcing the Decision Tree's suitability for deployment in 

real-world intrusion detection systems.The performance metrics—precision, recall, and F1 score—further 

underscore the Decision Tree's capability to effectively identify intrusions while minimizing false positives and 

false negatives. The successful application of the Decision Tree on the simulated dataset demonstrates its 

potential for real-time intrusion detection in diverse network environments. 

In conclusion, this research highlights the efficacy of the Decision Tree algorithm in enhancing 

cybersecurity measures through accurate and timely detection of network intrusions. Future research 

could explore hybrid models and the integration of additional features to further improve detection capabilities 

in complex and evolving threat landscapes. 

This study lays the groundwork for continued advancements in intrusion detection systems, 

emphasizing the importance of choosing appropriate algorithms that balance accuracy and reliability in 

safeguarding network security. 
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