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Abstract

The utilization of blacklists is a commonly used approach for detecting malicious websites. However, blacklists
have limitations as they lack comprehensive information and cannot be easily updated to include newly
discovered harmful websites. To enhance security and reduce vulnerability to these attacks, it is crucial to
employ techniques that can automatically identify and manage newly emerging malicious websites. In this
regard, machine learning models offer a promising solution. By utilizing eight different machine learning
models, namely Random Forests (RF), Decision Trees (DT), Logistic Regression (LR), Naive Bayes (NB), K-
Nearest Neighbors (KNN), Support Vector Machines (SVM), XGBoost, and LightGBM, it is possible to
effectively detect and classify malicious websites. These models leverage the power of machine learning
algorithms to analyze various features and patterns associated with malicious URLs, enabling accurate
identification and proactive defense against such threats. Additionally, it investigates the application of
ensemble methods, particularly the Stacking method, to create a brand-new model known as DKN. The study
explores the experimental assessment, including the dataset source, feature extraction, and evaluation measures,
and presents the architecture of the DKN model. The outcomes show how well the suggested models and the
ensemble DKN stacking model predict the characteristics of URLs. The paper looks at methods like
downsampling and oversampling to enhance model performance as well as the problem of imbalanced datasets.
By investigating the fusion of several variables and machine-learning models to produce precise predictions, the
research makes a contribution to the field of malicious website identification.
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1. Introduction

The mternet offars a wealth of information and comvenisnce,
which has bacome part of cur everyday lives. As a result of its
widespread use, malicious webzites have emerged as 2 sigmifi-
cant concem, posimg thraats fo user privacy, data securify, and
online transactions. Malicious websites use various techniques
such az phishing attacks, malware dismbution, and dentity
theft to decerve and exploit unsuspactmz uzars. These attacks
can aocess mcidents, where attackars obtain access to systems
and networks, services, datzbases, and other resources, or thay
can be reconnaizzanca-only attacks, where attackers afternpt to
track systems and natworks in order to 1dentify fanlt=. Makmz a
svetem or network resource tmavailable or edramaly slow 15 an-
other type of attack that makes it nearly hard to utilize(7). The
prevalence of fraudulent websites has sigmficantly increased m
racent vaars, with cyber affackers usmg these websites to gam
unavthorized access to msuspecting victims' devices and avan
convert mrnarous machimes mto bots for laimehing targeted at-
tacks. Cybercrimmals emplow vartous tactics, such as creatmg
counterfeit mstrhitional websites that closalr resembla legrt-
mate ones. Thess domams are registered to clozely resamble
the real domains of tustworthy crgamizations like banks, uni-
varzities, or well-kmown e-commerce platforms. They often
makea slight alterations, such as substihoting letters with visu-
ally zumilar characters or adding additional words or characters
to the domain name. For example, an attacker mught register a

dormain like “bannk com” mstead of the legritimate “bank com,”
explorting the visual similarity to decerve usars, As a result of
thiz escalating problem, effective detection mechamizme need
to be daveloped that are able to identify and classify malicious
websites in a real-time common approach that has been used
for =0 many years 1z the blacklist approach. Blacklsting ap-
proaches have long been used to defect malicions URLs by
mamtaming a list of kmown malicious URLs When a naw URL
15 encounterad, it undergoes a check m the blacklist databaza.
If the URL i= present in the blacklist, it is marked as malicious,
promptng a warning or alert. However, blacklisting has lnmi-
tations as it cannot kaep up with the constanthy evolving land-
scape of malicious URLs, as new URLs can be generated daily,
rendering it ineffactive m detecting new thraats(21). The ut-
lizaticn of alzgonthrmic methods by attackers to gensrate naw
UELs= poses a significant and criticzl challenge to the efficzey
of blackhisting strategies, as 1t enablaz them to evade detection
by exizting blacklists. However, despite the mharent linuta-
tions and chzllenges associzted with blacklisting, s smmplie-
ity, and efficiency have resultad m its extensive adoption within
numercus anh-virus systems n confermporary fimes (22). Due
to the challenzes posed by these traditional methods to idemtify
new URLs, many ressarchers have consistently used machme
learming models to detect malicious websites in previous stud-
1ez. In recent times, the application of machme learming tech-
niques has demonstrated remarkable performance n data clas-
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sffication t2aka’] 1) Machine learmning techniques have demon-
strated their versatility and applicakility bevend the domain
of malicioos aftacks. They have been widely wsed n variouws
fields such as image procesamz (13}, weather prediction (207,
price prediction (%), stock prediction {14} and mmserous other
areas. In a study conducted by the anthars{10}, The researchers
comparsd the performance of different machine leaming mod-
gls, Zpecifically, three supervised model: (k-nearsst neigh-
or, support vector machine, and paive Baye: classifier) and
o unsupervized modsls (k-mean: and affinity propagation)
were avaluated The results showed that the supervized mod-
gls slishtly owtparformed the wnsupervizsed models m terms of
performance In anather stndv(1%), the problem of datazst size
was fackled by combinmg asseciation mle miming with vari-
o machme-leamms models to clas:ify UPL: a: malicious ar
benign, utilizing feature: extracted from the UFLs. To address
the challenpes anizing from clas: imbalance and 2 small datset,
the authors emploved the Symthetic Minority Ower-Sampling
Techmique (SMOTE). Aszzessing the model: befors and afier
class balancing showed significant performance mprovements
for most model: when the dataset size was morsazed through
clazs balancing Inm the paper (L8, the authors presemted ten
mackins-learning modsl: aimed at claszifying malicioos web-
aites using lepical featurss on vartous datasets. Among these
madelz, E-MH thowsd consistent performance acro:s different
datazsts. Forthermore, Fandom Forssts, Decision Tress, Logis-
tic Fepression, and Suppart Vector Machines comzistently out-
performed baseline models that simply predict svery link as ma-
licion: across all metncs aed datasets. Apain, in this paper (3),
the muthor: proposed a model imrolving thres different caza: far
mode] creation.

2. Related works

Mumerous studie: have been conducted on the detection of
malicions websites using differant type: of featurs extraction
and machme leamms madals. The:e papers, however, anlky
use machme-leamims approaches to a narrow set of attribuates
in order to detect dangerons websites The importance of key
clements generated from UPRL:s, such a:z legical-bazsd, host-
based, and content-fased feabures, ha: been emphasized in 18-
cent papers for the purpose of employing machize leaming to
identify fake webzite:. To specifically collect mporiant data
for the analy:iz, lexical-based statistical feahares were dernved
from the raw URL sinnz. The lensth, digit count, pumber of
query arguments, sncoding status, and host-bazed attributes,
such as the host-pame azpects of the UBL, are a far exam-
plaz. These zive details aboot the wehbzite's hast, such as the
nation where it was registered, the properties of the domain
nas, access ports, named server:, conmectivity speed, and the
muamber of days the regiztration will [a:t. Domam Mams Sys-
tems (DH3E), host, and network-based fzatares are combmed
in metwork-based feanmes These characteristics include pay-
load zize, latency, DS query data, site repiziration data, and
WHOLS inquiry information for domain and IP address names.
Some of thess papers are reviewed 2and summarized helow (18]
In {17}, The authors emploved a povel extendad dezign atribate

leamingz algorithen to analyze web page sfructares, content, ap-
pearances, and trustworthmess, thereby dentifying malicions
websites. The algorithm proposed m this stody has undergons
2 large-scals expenment mvolvimg over 35,000 websitez. The
rezults :how that the alzorithm soccessfully detects over 83%
of malicious websites whils maintzining a low false-positive
rate of oaly 2%, Additionally, the alzerithmy bhas the capakbil-
ity to moorperate wser feedback, allowing for the prompt de-
tection of newly discovered suspicicus websitzs, Thiz makes
the alzorithm effective in countering zera-day attacks. The re-
search explores the application of linear and ron-linear tran:-
formations to domaim-specific pumeric featme: Four types of
featares are conziderad: URL domain, reputation, host, and Laz-
ical featores. The lesical features mchade Boolean features sn-
coded 23 mummertc valus: The study alse spamines the effects
of five different :pace ransformation methods and evaloates
the performance of varipus classifiers. The evaluations carmed
out demonstrate that the uze of space-tranzformation methods
czm greatly improve the ability of clas=ifiers to detect malicions
combznt. Additionally, the metvod iz compared to other tech-
nigues =uch as featore selection and variows feature mansfonma-
tion methods, including PCA, Auto-Encoders, and Variational
Amta-Encoders. The study alio explores the effectivens:s of
comtent-bazed detection waing contextoal word embeddinss like
GloVe and BERT. The result: show that space-transformation
methods are more effective in detecting malicious content, with
an average accuracy of 98.3%:. Thiz method is also more ef-
ficient amd =scalable than the others, making it a valuable tool
for zecurity profezsionals (18), Among the approaches evalu-
ated, the Random Tres method demonstrated the highest per-
formance, achieving an accuracy of 20.81% and an F-meazure
score of 91.3%. The researchers analyzed the click maffic data
of unsafe and nen-malicious UFLs, collected from Eitly, for
aver 00000 shart UFL:. Usmg chi-square and ANOVA F-
vahpes, the researchers idemtified the most crucial legical fea-
fures fom different datasst:. Thedr objective was to discowver
the zignificant properties of URL:s. They identified the top G0
featores after epracting a total of 106 legical feature: and used
o zcore algorithm: for feature 2election on eack dataset. Sur-
prizingly, 47 features were dizcovered to be shared across the
o datasets. The researchers vhilized varion: machine learming
techmiqua:, incheding LE, EMN, VA, and enz=mble leamins,
to azsess the =fficacy of the model They svahmted ifs perfor-
mance uzing metrics such as the confosion matin acouacy,
precizion, recall, and F1 score. Motably, the model achieved a
remarkable average accuracy of 98 6055 04). {24), Condwcted 2
stwdy in which they devised a method for classifying URLs mto
normal or malicious categories wimg Meural Metworks. The re-
searchers whlized the CICANDMALIGT dataset {13and ax-
tracted eight legical feabares from the UFL: A neural met-
work that wses feed-forward with numerons hidden Layers was
used to determine the UFL type. The UPRL affacks were suc-
cezsflly divided into five categories by the meural network al-
gorithme: spam, phishing, defacement; mabware, and, benign:
The researchers conducted multiple experimentz with varying
datazst sizes and mumberd of kidden- layvers  They foond: that
the best resulis were obtained when usms 300 data rows and 23
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hidden nodes. Motakbly, the neural netwark ackieved an mppes-
aie accuracy rate of 93.48% when claszifying TURL types. {12)
zimed to distingoish between malicion: and bernizn URLs gii-
lizinz machine learning technigues 26,054 URLs made up the
datazst in total, half of which have heen clazsified as malicious.
The dataszst conststed of 41 fextores that were obtzined from a
combinziion of atmibutes associated with Aleya, petworks, and
comtent. To analyze uier behavior on the imtemmet, the Amazon
service Alexa uwiilized biz data and monitorsd domam traffic.
The ressarcher: wied tvo methods, ANOVA amd HGEapst al-
Zopithme, to select the most relevant featurs:. The reseanchers
used VAL EMN, ¥ GHaost, and DT, four well-known machine
leaminz alzorithme, for their myvestigation. These models” af-
fachivensss was measured using asessment metrics like pre-
cigigp, recall, F1 score, and accuracy. Femarkably, when us-
kg the WGEaget model on the dataset, an acouracy of 99.08%
was achieved uiing only the first 9 featares. The related works
svaluation revealed that {12) used CWIT to produce the best 1e-
gualfs, with an acomracy percentage of 9900 percent However,
their dataset only had 26,054 recards, which is less than half
23 many as the 65,506 URLz that will be used m thiz research.
Further, they use anly lexical featre: of the UFRL: to make
predictions. Thiz paper will focus on Mmvestigating the com-
bmation of petwork-based and legical-based on eight machine
leamning madsls to generalize across multiple datazets, also the
paper will immvestizate the use of the enssmble method using the
Stackinz technigue to build a new model called DEMN that takes
in the predictions of the base models which had a close pagfiar:
mange then combine thess relts 23 a new dataset fo train the
proposed mods] DEN.

3. Methodology

The research can ke group ioto {7) steps which mchude
datazst :election, data preproceszing, feanare extaction engi-
neepms (Lewical and Metwork featares), machine learning mod-
glipg, eanzemble modeling, cross-datz analysis, and the out-
CORE

1.1, Daraset Seieciion

The datasst used in this experiment was acquirsd mang-
ally search through online repositories dedicated to datasets
from hitps:/'data gowl, Eaggle com. The:s platforms: offer a
wids range of datassts across vartons domazine and cam be
valuable resources for discovering potential datasets that align
with your analysis reguirements. In thi= study, two datasets
wers employed to evaluats the performance of a multi-machine
leaminz-bazed malicious URL prediction system. The first
datazst comnsisted of 420,464 :amples, with 344,811 labaled
2z good URLs amd 73,543 labeled as bad URLs. The second
datazst, obtzined from Eaggle com, contamed 430,178 sam-
ples, mchoding 343,738 bemizn URLz and 104,438 maliciows
UELs

Fuguire 1 Bdethedoleyy

3.1, Dura Preprocesiing

In machine l=arning. pre-proceszing is the process of trams-
forming raw data mto 2 format that is sutable for training mod-
gls. Feal-world data is often poizy, missng values, or in m
inconvenient format, making it unsuitable for machine leatn-
ing directly. The purpose of data pre-processing 1= to clean and
refine the data, epabling machine learming models to work ef-
fzciively and accurately. Bdodals can extract meamingfol pat-
tems and insizhts from dataset: when they have been prepared
adequately, enablmz them to perform better and be mors pre-

dicie.

1.1.1. Datasetr imbalance

According to the stady, two datasets wers used and the nom-
e of malicipus 75643 was smaller than the number of non-
malicious 344821, Uzing another datazet, the stady found that
the mumber of benien was 343738, which wa: more than the
mumber of malicious (104438, This bia: may resalt in poor
performance in the mirorty class becaese the ML alzorithm iz
Tniazed toward the majority clas:. Several techmigues are constd-
21ad to address the problem of the imbalanced dataset to awoid
Ioiaz and improve the perfommance of the machine lsaming mod-
gls. Oversamapling the mimortty class, depmsmplns, and gen-
2rating synthetic samples are some of the techmigues. A pogular
techmique iz eraiive minonty eversampling (SAOTE), which
interpolates among neizhboring mimarify samplss fo generate
synthetic :amples. Fandom forest algornthms u=ing an over-
sarnpling technique gave the best results after analyzing metrics
for benien and maliciow: wehsitps73).

1.1, Femurs Extracrion

The procsss of feamure exfraction was used to ransform um-
proceszed data into mumerical reprazentations whils preserving
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crucial data from the original datazet. The emphasiz was on
network-bazed charactaristics and legical features specifically.
The texal charactaristics of UEL:, such as special characters,
path extensipns, path, host, and URL lengths, are captursd by
theze feabares. Several Python librarie: and Scikit Learn tools
were uzed to do featoe exraction. These libraries and teols
made it easier to corvert the URL data imto mumersc format,
preserving the eszantial elements of the URLs while making
proceszing and analy:i: more straightforward

3.3.1. Levical Feature exgineering

Malicious UFL: and domains posses: unigue feabares that
are not found in benizn URL: For example, maliciouws webaites
often have longer UFL: with extended gquery smings, which
can redirect wsers to phizshing websites. Thess phishing afte:
may attemiprt to collect sensitive mformation ke credit card de-
tails, Additionally, the researcher observed that certain mali-
cigus UPL: contain mare than one protecel, essentially linking
to other malicipns website: a3 guery smngs. The extraction
of the Protocel UPLs featare proved beneficial i identifying
certain characteristics unique to malicipns URLs and domain:
that are absent m benizn URLs. For instance, malicions web-
aite UFL: terd to be longer, often containing extensive guery
strings that direct wiers to phizhing webaitzes, These phishing
artes may deceive users imbo providing their credit card [nfar-
maten, Additonally, some malicious URLs coatain multiple
protocals, effectively linkmz to other malictons websites. Prior
to thiz smdy, the "Bratocal: Coant™ feature had not been ex-
ploged n previeus rexsarch In this research, the focus was on
analyzing the lexical content of each URL to caphare a wide
ranze of URL featores. Amaong the lexical feafures nvestigated
were Dot Count, UFL Length, Digits Count, Special Chame-
igrs Count, Hyphen Coant, Double Slash Count, Single Slash
Count, @ Sipn Count, and, notably, Protocels Count, along
with others. The:e features were carefully examined to gain
inzights into the characteriztics of URL: and their potential mm-
pact an the model’s performance.

1.3.1. Nedwork-based feature engingering

The study wzed network-bazed featares to detect malicious
wehsites by analyzing the struchoral characteristics and hehay:
inral pattemns of the network traffic associated with those web-
aites, Thiz allowed for mors accurate detection of malicious
wekbsites, a2 the network-bazsed feature: were able to more ac-
CumRiEhy capbare the malicious bebavior of those websites, The
study hopes that this methed will be mors effective than frag-
Hpnal methods in detecting malicious websites

133 ANOVFA

The research considers zeveral techniques for feature sglpr-
tipp. The =tatistical techrique known as Analysis of Variance
(ANOVA) iz widely uzed for feature selection. The changsina
responze variable obfamed onder vanous circomstances defined
Ty dizcrete components (clazsification variables) iz analyzed ua-
i an AMOVA (1) According to (3) An ANOWVA's test statistic

| Ha. | Attribute | Description
| 1 | path lenzth | UFL Path length
X Coumt f Count ™ symbals m
the UL
3 coumnt dot Count ™ symbals m
the URL
4 Count_ampersand Count “—" =zvmbal:
in tha TTEL
5 Count g3 Count @™ svmbol:
im the TTEL
3 Count dash Lot "-" symbals
the URL
T coumnt agualip, Count “=" =vmbal:
in UFL
2 Count goesgigpmerk, | Count ™7 symbols m
the UEL
o Count zemicolon Count the ™, “in the
TRL.
10 cout izt Count tefal mumber
of digits in the URL
Tahle I Leaticul feabencs presenl e The dalinast
is a5 follows:
T )
F= bt il n

T -XY AN-B
F iz the test statistic for ANOVA, and it meazares the pagi-
2nce between groups (maliciow: and non-malicious TTRLs) gzl-
2t to the vartancs within each group.
e

-, — Xv
L1} ’

represents the sum of sguares betwesn groups, indicating the
variation of URL featurs: betwesn the different zroups (mali-
cious and non-malicious). (§ — 1) is the degree of feedom for
the varizton betwesn gToups.

>

X-X)

represents the suem of squares within groups, mdicating the yap-
2tipn, of URL fzarores within each group (malicieus and non-
malicious). (N — ) is the depres of freedom for the vamation
within groups. X is the overall mean value of the URL feature
acress 2ll URLs. X, represents the average value of a specific
TUREL feahure within i, eroup, where the group can be sither
malicions or non-malicious TRL:.

1.3.4. Chi-zguore
{Chi-sguare is a statistical technigne utilized by researchers to
meazure the dizsparity between observed results and predicted
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| Ha. | Attribute | Description

1 HITPR: The website =mploy:

the HTTPS prataral

The lenzth of a web-
gite's URL

[ =]

il lerzta

3 ip Prezence The website's TP ad-

Creas

4 g=0 [P The location whese
the website is phy-

cally located

i3 Jenzth length of the web-

site's JaraScript code

LA

Faw web page con-
temt with JavaScript
cods

T Keywords Eeyworia prssenra
in the URL

Presence of lanzuzze
code

Presence of ", Com”

in the URL (Top do-
AN name)

The TTRTsftop do-
maie name) inchdes
—org”

Presence of “pet” in
the UEL (Top do-
A nATE)

Tahle I: Werwimk feaiired presenl on (he daiee

autcomes. [ts primary purpose is to as:ess the independence
between two varables. In other words, it helps to determine
whether the obzerved valaes (0 and the expected values (E)
are significamtly different from each other(?). The chi-zquare
statistic caloulates thiz difference betwesn the observed and &x-
pecied valoes nxing the formala:

o= _(U=al

I @

X is the Chi-square statistic, which will be used to messure
the amsociation between the URL featares and the pressnce of
malicions content &, reprezsntz the obzenved fregquency of a
specific URL feaurs in the dataset of known malicious TRLs.
E; reprazent: the expectsd frequency of the same URL featare
based on a representative :ample of UFLs (including both ma-
lizigys.2nd benizn ones).

is the Chi-squars statistic, which will be used to measurs the
azsociation between the UFL feature: and the presence of ma-

lipious content.

| i.3.5. Recurzive Feamnre Elimbuatioon.

Fecursive Featme Elimination is 2 step-by-step procedurs
used to select important featurs: from a =t of mitial feature: It
b=zins with all feanure: and then teratively removes the least
zignificant omes using 2 machine leaming mode] to evaluats
their mmportance. This proce:s contmues until a specific con-
gditiom i= met or the desired nomber of feabares iz reached.

Algorithm 1 EEEE: Selecting Best Features
Require: Training set T Det of o featores BF = 1f, ...,
Fank method (Td, fe)
Ensure: Fanked list of mportant featares &
1. fe — Rf
2. for [ from 1 to & do
3 Fank =zt feusmg B (T4 fa)
4 S+ — lastranked feanare in fe
s Ha-jeD) -
v Femowe last ranked featare from zet fe

3.4, Marchine Learning modeals

Extreme Gradient Boosting IGEOOET), Light Gradiemt
Boosting Mackine (LIGHTGEBM), Fandom Forzst (FF), Deci-
sipp Tree (DT, Logistic Feprassion (LE), Suppert Vector Bia-
chine (W), K-MNearest Neizhbors (NN, and a naive Bayez
madel (WE) were the sight models used m thiz study. The:e
model: were chosen for comparizon becaunss they are widely
used and have sxperience with classification fasks,

1. Extreme Gradient Boosting (XGBOOET)
When handling diverse supervized learning fssuss, the
Extreme Gradient Boosting Machine (G Haost) sradient
hoosting algorrthemn 1z widely wsed in the data science com-
ranity. The alzorithm was created by Chen and Jpesrin
m 2015 and quickly zained popularity for its quick, pre-
cize, and simpls-to-understand result:. FGEepst com-
bines free-based medels with gradient beosting to improve
hoth accuracy and scalability. The researcher builds an sg-
gzmble of decizion trees in order for GE o0t to fimction.
In thiz model, each tres is trained to predict the residual er-
ror of the previpus tree. A zreedy alzorithm is employed to
find the optimal split point for each node in the free Thiz
ot thoroughly evaluate: all candidate split pointz
for each feamre and selects the one that minimizss the tar-
g=t function the mest. The effectivensss of XGHoast was
demonstrated by Cher and fyesmin in 2016 throogh the
nse of multiple standard datazei= It was shown to gyipst-
formn other well-known algorithma, swch as Fandom For-
gif and Gradient Boosted Tress. Further extensive waork
Iy Chen mnd Grestrin (2016) md Greenwell ef 21 (2015)
demonstrated the ability of his JGEopst to process large
datazsts with high-dimenzional featares. Bloreowver, JG-
Boost consistently achieves the best performance on yap-
gy machine-learning tasks.
i
Féi = ='_|""|_L¢&E: - I+ fla) + Qi
=l

3
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At each fteration r of the XNGHopst algarithm, the
predicted cutput F' i calcolated by considering the
acmual nurpnl 5y, the predicted output from the previous
iteration 1 - % lpss fapction's gradient with regard o
the nnuclpzted result fik, .!i:"“', and the contribution of

term D) is wsed to panalee complex tree and prevant
overfitting during the training procass.

b. Light Gradient Boosting Machine (LIGHT GEM)

L,;gl;mm.;. lzo keown as Lizht Gradient Boosting Aa-
chine, iz 2 potent alzorithm dm‘elnpe:i by Microsoft. It
emplovs a gradient-boosting framework to iteratively frain
decision trees. Ope of its notable advantagzs: is its g
phasiz on high efficiency and =calability, making it well-
guited for large datasets and complex model: The al-
Eopifheg. 3 key fzatores inclods leaf-bry-leaf tree growth,
histogram-based gradient computation, and GPU accel-
Epfian, making it versatile for various machine-leaming
tazkz. I[m a comparative study comducted by Zhanz et
al. m 2020, the performance of three tee-bazad boost-
g lzorithms, namely LishiGEMN ¥(3Roos, and Cat-
Boost, was evaluated uzing multipls datazetz. The study
revealed that LizbtGEL aed X GBopst exhibited copipa-
ke performance, ut LighiGBL demonstrated supsrior
speed 2and memery efficiency. Furthermore, the rezzarch
demonstrated that Lighe{GER] i effactive i featore 2elpr-
tigp 2nd iz capabls of handling fmbalanced dat2sets, pak-
me it a valuable tool in mackine learming applicatioms ()

:. Random Forest (BF)

i)

The Famdom Forest (BF) ensemble approach was imeeated
by Leo Brsiman, An extensive collection of decision fress
iz agzrezatad by the alzerithm, which then creates a clas:
biazed om either the awerage of the aggrezated trees or a
majority voimz syitemn The benefit of the mndom for-
st iz that it reduces overfitting resnlis by combining the
results of mumerous decizion tres: Fandom forests frg-
guenthy wze bageing or bootstrap aggregation to educats.
Given 2 traiming T=tl . .. © with responses Y=v1 baz-
ging repeatedly (3 timss ) select a random sameple with
the training sgizeplaced and Tees Gt to thess samples: Far
= 1. .3 sample, with replacement, b training example:
from 3, Y call thess Ty 5. Train a classificafion ar re-
greszipn tree fooon Tx ¥x Averaging the predictions from
all the various regression frees on & can be used to make
prediction: for unseen samples &7 after training:

. Deecision Tree {IFT)

A well-liked machine learning approach for classification

_]:=-E|:— ﬁ|I|+.E':.I:+

uzes decision trees. A decizion tree is an else-if rule plas-
sifigr that creates a tree-like data struchare by recarsively
dividing trainimz datz imto smaller sets according to prede-
termimed rules (99, The plit condition is applied to sach
wode to decide, and the data is divided mto two or more
suizets as the wree grows. Up wafil there are no loeger amy
viable splite or branches, this process coptinues. The lead
nodes have a class or target variable aszsigned to them. A
netw [abel iz then used 2 the foundation for classifying ad-
diticpal instance: There ars thres differsnt types of nodes
that are fypically ussd to gensrats decizion trees: Trian-
glag are freguently uzed to represent end nodss, squares
are Tequenily vzed to represent cholce nods: and circles
reprazent chance nodes. The decision tree has the adyan-
taze of being sazy to understand in comparison to other
regrazsion and clas:ification algorithms since it imitates
human decizion-making. Addidonally, it can handle gual-
itakine predictors without the need for a dummy variable.
Itz disadvantage iz a propensity for overfitting. Thiz re-
zearch intends to explore the decizion-based interactions
among the maliciow: website faatares ar factars nsed in
the study aimed to predict whether a webaite 2 malicious
ar non-maticions.

Logistic Regression (LE)

Logistic regres:ion, 2 well-known supervised mackine
leaminz a]gnnﬂ:m is e:ta:su‘e}:. uzed for clasification
tasks. Its primary objective is to estimate the probakil-
i of an imstance belonging to 2 particular clas. The
narms “lasishic regression” i dermved from the atilization
of the logistic or sigmoid function to transform the owtput
of a linear regre:sion fnction into probability estimates
for various classes. Thi: transformation allows Logistic Te-
Ereasinp to be used effectively in clazsification algorithms.
The differsnce betwesn linear and logistic regrazsion is
thiat the autput of linear regression 1= an arbitrary coniimg-
e value, whereas ]-:ug:lz-tu: regrezsion predicts the ggoba-
hility of whether an instance belonzs to a particular class.
Logistic regression iz wsed fo predict the outcomes of a
categorical dependent vanable. Consequently, itz results
are catzgorical or dizcrets in nature. Instead of providing
epact valoes liks O or 1, troe or false, or ye: or no, Lygis-
tic regression offers a range of probability valoes between
O and 1. The:e probabilities indicate the likelibood of an
inztance belonging to a specific category. The logistic re-
Eressipn equation can be derived from the linear ragreszion
equation, bat it mcorporates the logistic or :ipmodd fync-
tipn, fo map the contimous catpat of the lmear eguation
into the probability ranze (0 to 1), This enabls: logistic
regrazsion to handle claszification tasks effectively. The
logistic regression eguation cam be derived from the Lip-
2ar regreszion equation, which represants a straight lins as
. -+ Ba ke However, in logistic 1e-
Bressian, the output 3wt be constrained between U 2nd
1 to reprezent probakilitiz:. To achieve thiz, we use the lo-
Eistic ar sizmoid function. Therefore Logistics Fegreszion
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eguation

f. Smpport Vector Machime (SVAL)

[

A support vector machine (3WAL) i3 a supervised machine
learning mpde] that uitlizes linsar boundaries to segragate
data mto separate claszes. The initial concept of the al-
Z0githen, as suzgested by (13), aim: to achievs accurate
prediction: by reprezenting data az points m a dimenzion-
lz:s space The primary objective iz to fnd a byperplane
that mazimizes the distance between twoe distinct support
wectors, enabling effective class ssparation Thiz can be
expressed as given an w-point trzining sst of the form
(e B0 - - - (e Jig), where ¥, iz efther 1 or -1, each fndicat-
mg the class to which pomt x belongs. Each x:is a p-
dimensional real wector. We want to identify the hyper-
plane with the largest marzin :eparating the :21 of pomts
¥:= 1 fom the set of poiets ;= —1, defined swch that the
distance betwesn the hyperplans amd the closest data paint
of efther clas: is maximized

. K-Nearest Neighbors (ENNz)

EMMN iz an =ffective supervized learning methed for gygl-
tifold problems, mcleding security technology (14). K
nearest neighbor: are bazed on grouping elements with the
same properties. A test egampls's class category is deter-
mined based on its k nearsst neishbars. The value of k for
EMM depend: on the size of the datazet and the naturs of
the clazsificatton problem (19). Figure 1 shows that ETN
clazsifies targets bazed on their neizhbars. Details gypla-

O e KMo -
“n/n\_ (w2
., wi| s
B |
ooo - -

Frgaiine 2: Metbadolgy

pation of KM az follows Find the item that most closely
resembles the test data for traiving. Data K caloalates diz-
tzmie bazed on Euclidean diztange Eap two elements in k-
dimensional space, X = [xl. xI, . . .. 5&] Euclidsan dis-
tame based on v = [al, a2, ..., 2k]. The two factors can

)

he calculated 22

After taking the K nearest peizhbaor the majority of the k-
nearest peizhbor will be considered az a clazs for the fest
data

- Maie Baves (NE)

The naive Bayes algorithem is 2 sopervised learing tech-
migys that reliez oo Bayes' theorem to address claszifia-
g, tasks It is sspecially wsefol for text classification,
whers datazets have high dimensions. The Mahre Bayes
Clazzifier iz recosnized a: one of the simplest and most
efficient classification methods, enabling the comstruction
of rapid machine learming models that facilitate guick pre-
diction:. The teom "Maive Bayes Algorithm”™ is compozad
of two words. | JMaope becanse it always enzures that the
ooCurrence of a certain featare is ndependent of the gg-
camenge of other faatores, ii. Bayes becauze it depends on
the principls of Bayes theorem The probabkility madsal for
2 claszifier is a restrictive model over a reliant clazs
warizble. BIC—£1.... ...}

Jaing Bayes” theorem

O BLE o

PC\f

iz the probability that a URL belong: to the class O {ia,
whether it is malicioz: ar not) given the observed features

f_ fofthe URL.

pic)

iz the prior probability of the class C, which represents
the probakility of a URL bemng maliciow: or noe-malicious
without considering amy specific feature:

gl ... LTl

is the likelihood, which represesnts the probability of gh-
zerving the specific ==t of featares £, L given that the
TEL belong: to clas: C.

iz the evidence or marginal likelibood, which is the overall
probability of obsarving the feature: 7, firezardla:s
afthe clase. In the context of detecting malicious: TRLs O
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can represent the cla:s of malicious UBLs. fi, ___ ficzn
represant variows featares extracted from the URL, such 2z
UERL length, presence of special charactsr:, domain nams,
etc. The sguoation allows helps to calculate the probability
that a UFL iz maliciou: given its observed feature:. The
naive Bayes classifier makes predictions by comparing the
prebabilities for each claz: (malicious or pon-maliciows)
and assign: the URL to the class with the hizhest proba-

2.5, Emsemble method

Ensembls methods refer to approaches that sesk to ey-
hemee the accuracy of baze modsls by mersms muoltiple
models rather than relying on 2 zingle one In this re-
szarch, a novel enzemble method called the DEN modal
was miroduced, which combines the predicied oufputs of
wvarious baze models and witlizes a DEN modsl for the yl-
tigaate prediction

DEN model conzizis of two or more base or leamer mod-
glz that combine the predictions of the bass model:. The
baze models are at level 0 and the DEN model is at leval 1.
DEN mode] takes the base models that kad a close ranze
of accuracy and then combines their predictions and stored
thesm as a new dataset to maks a final prediction. The aim
of this mode] is to compars the strenzth of the individual
modals azamst the combined model.

Figre 3 DEN skl

4. Experimental Evaluation

In thiz zection, the paper evaluates the effectivenss: of the
proposed eight models and alse the enzemble DEN stacking
model to combme some of the bazelime modals for prediction.
The shudy wed Python programming languzze Pyihon-bazsd
libraries are imported to aid in data processing and mARIER-
latign of dzfa from Eazgle The Pyihon eovironment was st
up using Anaconda. fupiter Notebook Pythan coding platform
was used The Anaconda was mslled and run on a Windows-
based operating system platform and the hardware host 1as an
E54-based Cuad-core Proceszor machine with an SGE installed
STy,

4.1, Dataset Saurca

In this stady, two datazsts were obfained fom kagsle.com,
cach comprising TTELs. The first dataset consisted of 430,178
UFLs, amorg which 343,738 were categorized as benign and
104,438 az malicious. The second datasst mchoded 420,454
URLs, with 344,321 being benign and 75,543 beinz ifengi-
figd, a3 bad (malicious). To prepare the datzsets for anabysiz,
pre-proceszing technigoes such as recarsive feature elimmation,
chi-zguare, and Anabyai: of Variance (AMNOVA) were smployved
to nommalize the data and extract 35 important features, mehid-
ing both legical and network-based featares, alons with one tar-
zet label Bubseguently, the datazet was divided mte a training
sef with 438,176 :amples 0f UFL: and a testing set with 12,000
sample: of UTRELz, each [abeled 2z benizn or malicious, Ths:e
prepared datazets wers then used to train various machine lsam-
ine models, namely BF, DT, LB, ME, EMM, 5V, XGBO0ET,
and LIGHTGER. Finally, the modsl prediction: from the:e
base models were combined to frain the DEMN model, which
was then utilized to make the fmal prediction, =ffectively de-
ieaiims whether 2 given URL 1= benizn or malicion:.

Unmmmad 0 il laral  resul
a P, Vet Qo 0T BeRnige 1]
1 e e poubube corn Beenage.
2 2 HBpE Owea leechach ta  botage
a P e D@l CRAE DeERage
4 4 hidps Ve eRpecia ory  Setage 1]

Figers 4: Dk visizilizalioe

Bl

Figees 5 Benips and malcives LE]

4.0.1. Fegure Crder o inporiace

After the dataset went throash preprocesaing these feanimaz
were considersd by the reszarcher as-the most important fea-
fimes that can coniribute to the proposed modsls to make the
comrect prediction
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Figees & Benign and malxieas TTRI

4.1, Bvaiuation Meirics

A copfiion matrix iz 2 valuzble tool for evaloating the pf-
factivens:s of a classification modsl It iz represemted 2: amn
n matrix, where n denotes the nomber of clasze: in the problem
domaim The rows are labelsd with the actoal classe:, and the
columns are [abeled with the predicted clazses. In the comtext
of a binary Classification problem with two states, a 2 x 2 con-
fusion matrix iz generated. Each cell in the matriy reprazents
the pumber of obzervation: falling into specific categorizs. The
documentatian for presenting confision matrices in Scikit-lzam
follows a similar style, providing a comprebensive overview of
the claszifier's performance This mairg allow: us to 2:ses:
how well the modal performs in predicting each clazs and help:
in umderstanding pofential areas for improvement

Tahle 3 Conlusion K

Actuall ict| dFredinted MNegative | Predicted Positive
Class im i1
Actual Nega- | Troe Negative (TN) | Fabse Positive (FF)
Sz (0
Actwal Posi- | False Negative (FN) | Troe Positive [TF)
gz (1)

4210

The figure shows the confiazion matriz pattern with rows rep-
rezenting the actual class and the cobamn: reprazenting the pre-
dicted class. TP=Confinzion(],0], TH = Confiazien [0,0],

FP = Confusion[,1], Fi{=Confusion[0,1], F¥ = Copfli-
sipp[1.0] Confusion [TH, FP, FH, TF].

i. Trae Positive (TF): To comrectly predict benign websita: az
emizn

ii. Falze Positive (FP): mcomectly predictng benizn website 2:
mnalicious

iid. Truwe Negative (TN} comectly

predecting malicbous websites az malicipus. . Falze Megative
(FI): incomrectly predicting malicion: websites as benizn

Performance indicators derived from the confusion matrix ars
dizplayed in the tabla below.

Tahble 4: Perfeerance M eaiees Feesailas

Measure Formuls

Metrix

| Acrzey | pefrdeme |
| Precision. | 57 |
| Recall | 5 |
| F-Score | ke S

4.3 Evalnation af individual models

3. Results and Discussion

To showcase the efficiency of the propozed model, the study
conducted validation on a te:t 3et consisting of 135,052 URL:
using the eight model:. The evaluation of these medels was
performed waing multiple metrics, including accuracy, GIaci-
i, Tecall, and F1 scare The clas:ification results for all
the model: are prezented m Table 5, providing an overview of
their respective performance measurss, The reaualt shows that
all the model: pave a very close value. Looking at Table 5,
HGEOQOET and Fandom Forest achieved slightly higher yal-
ges than the other aix models, with XGBOOST achisving am
accuracy of 97.2% and the Fandom Forest achieving 97.2%.
The kighest precizion was obined by XGEOOST and LIGHT-
B with £9% followed by Legistics Fegression and Support
vector machine with 98%: while the lowest precision value was
2 with 84%. However, Logistics Plegression, Support gag-
tar machine, gehpast and LIGHTGEM achieved the highest
recall valoe with 1007 while 82% by Bandom forest and 88%
by Decision Tree, and the rest of the modsls obfained the low-
petrecall Fimally, BEWHM achieved the lowest F-scors while the
other seven (7) models achieved the highest value range from
02% to 0B%:. However, the stody proposed an Enzemble DEN
miode] nzing 2 sfacking technigue to combine some of the baze-
line modsls to increase the accuracy of the prediction. Tabls
7. the DEY mode] combines DT and BF and the accuracy was
£0.1%, ©0.3% for combining LE. + EMN+5VM. The parme-
ters applied to the model are demonsirated in Table §. The DECH
model uses majorify voting to combine individual base glagsi-
figgs, Thiz voting scheme halps in mitizating the risk of making
incomect predictions rather increase the overall predictive ac-
curacy. Also, the DEN modsl can incorporate additional baze
classifiers which mproves ensamble performance. The disad-
vantzage of the model i= the framing fime since combining pyal-
tiple basza clazaifiers which iz compatationally expensive there-
fore it takes about 2 hours before the mode] can predict
Finally, 2 combmed accuracy of 97% was achizved by combin-
ing three models: LR + KN + 5WM. This enzemble approach
demonstrated improvement compared to the individual model:
in terms of accuracy. In the context of classifying websites a:
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Tahle B DEN masde] cosibining Logisis: Regeession, e pbbont leeabar,

el BT

Tahle 5 Evalmalion of The mdividiisl medels
Label Classifier | Preciziof Fecall | Fl- Ay Classifier Name Accuracy (%]
Care %) Logiztic Regreszion 0. 5%
Bemign | Raedom | 097 |020 |o098 |o71% : £ §4.3%
oot o VM 54.4%
malicion: Qa7 0.a1 004 DEN model (LE + ENN + SVAL 97T
Eenmizn Decizion | 097 [ag 098 T
Tree benipn or maliciows, the comect identrfication of benign web-
makicious D23 021 0.23 zites iz comzidered true positives (TF), while the comract 1200zni-
: — = o, bom, 0f malicious websites iz referred to as troe negatives (T}
Benizn LﬂE gmf Ll L L Ll Coaverzely, the incarrect ientification of maliciouws websites as
5 b=mign is termed false negatives (FI), and the incomect clazsl-
alicion: =Rk 0% 036 3 Diration. of benizn websites as malicious is labeled as false pos-
Ak = : ifiyes.(FB). All sight (%) models used in this stody were trzined
Berizn Suppon nas L.an n.og o647 independently, and then were asse:sed based oa their confusion
Vactor matrice: and later combined some of the model: dus to their
Macking predicted accuracy rangs hiodsls can be more acourate if 1t has
makicigs 0.ag 0.E6 p.an more TP and TH or fewer FN and FP (25). These confusion
matrices are also used to caloulats metrice zoch s precizion,
Benign E-Mearsst | 094 0ag 0.26 £4.3% recall, and the F1 score From thess matrices, it can be seen
HWeighbors that afier combining the basslipe modsls they performed bettar
makicious 0235 D& 0.87 than the individual modals. The irstances of TP and T2 wers
, compared with the mdividual models.
Eemizn | XGBOOST| 097 | 10D | 098 | D72me oo codE ® A Hare
makicion: [ag [BD 024 Rezaicy ol indeedhl Riode
Eenmizn LisheGiRdl | 097 Lao 098 T
malirions nag 0B8R 0493 L |
Eenizn IR 38 oAy oAt s an o 1“&
Eaya: i Saghi et
ME) £ . .
malirions 090 0.BR 0UBE
Tahle & Mode] Faramelers ) # ; T ) ' F &
Dlodal Parametar Valse .
M e : ':":lr ll:ll:ll 150 Figure T: Indivediial feed ol perfentiisis
DEM model Max depth 10,20, 30
Miin zamples leaf 1,1, 4
hiax features Sort, loal 6. Conclosion and Futare work

Takle 7: DEMN eunle] unbiesng Bardoe Guvel classifier aed Decisios e

clissalizi

Clazsifiar Wama Arcuracy {%3)
Fandom Farest 07.2%
Decizion Tree 0T%

DEN model (BF + DT) 99.1%

As the number of wehbsites increases, cybercriminals ars us-
ipz more harmfol web addresses to :neak dangerous cods into
people’s devices. Thiz can sertously hamm the security amd fige-
tpnalin of computer syst=ms S0, it': crocial to find better
wavs to detect and stop these attacks as they become more ad-
vageed. Using smart methods to solve this problam has became
2 major ared of research, and many sclentist: 212 workins on
creating modsls to clas:ify and identify these harmfol URLs.
Lots of researchers are working on creating models that can
claszify and identify hanmful web addreszss. The mam focuos of
this research paper was twofold: firstly, it mvelved the creation
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DN Model Combined BF and DT faiped an accuracy of 07% whick serves improvement o the m-

e WL dividnal claszifiers. Based on the anabysis the study concloded
that combining twe or more base models helps to detect mali-

ST . ﬂ/ m&%wg'l:ﬁita.:im:eitghrﬁ a high-acouracy d?ﬂﬂftiﬁ-ﬂﬂ: T]lE
[= - razsarch comtributes to the fisld of cyberzecurity by providing

- valuable insights to securty expert: and academic researchers,

It helps them understand the most effective approachss for de-
1Bifins malicion: websites in different simation: while maim-
o famipe important qualities like speed, hizh acouracy, and low
false-negative rates. This knowledge can be used to enhance the
performance and reliability of malicious website dstection ys-
temns, Futurs work can consider extracting content-based fgg-
fimes and adding to the above feature: Apain, other ressarch
- — cz2n conzider the running fime of the DEN meds] by reducing

W 2] oo W05 o BT

it the time it takes when combining three or more modzls,

BorEry

Lt

=L}

Fraure 3: VKN mesadel perlomance afler comSnimng 2 e mdek
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