
OSR Journal of Computer Engineering (IOSR-JCE)  

e-ISSN: 2278-0661, p-ISSN: 2278-8727, Volume 27, Issue 3, Ser. 1 (May. – June. 2025), PP 82-92 

www.iosrjournals.org 

DOI: 10.9790/0661-2703018292                                 www.iosrjournals.org                                              82 | Page 

Voice Controlled Gaming Tools for Enhanced Learning in 

the Skill Ecosystem 
 

Amulya B*1, Sneha N*2, Bhavana A*3, Hemanth Govinda Raj *4,  

Dr. Akshatha Y *5 

*1,2,3,4 Student, BTech (Information Science And Engineering (AI and Robotics), Presidency University, 

Bangalore, India. 
*5 Assistant Professor, School of CSE&IS, Presidency University, Bangalore, India. 

 

Abstract: This project involves developing a Python-based gaming website with interactive voice-controlled 

games to enhance user experience through hands-free control. The website starts with a login screen where users 

are authenticated using their default password and username. After successfully logging in, customers are taken 

to a game selection screen where they can select between Quiz and Rhymes, two captivating voice-activated 

games. The main input method is voice commands, which are supported by Google's Speech-to-Text API and 

Python's speech recognition package. Users are presented with straightforward questions about subjects 

including animals, elementary arithmetic, and general knowledge in the Quiz game. After hearing the spoken 

response, the system instantly responds with either "Correct!" or, if the response is unclear, a prompt such as 

"Incorrect answer" or "Please speak louder." Users are encouraged to sing along as the Rhymes game plays 

related audio and shows nursery rhyme lyrics. To provide entertaining and helpful feedback, the system records 

the user's singing and compares it with the lyrics. This study shows how voice recognition may be used into 

browser-based games to improve user engagement, accessibility, and education. The system is simple to use, 

lightweight, and compatible with all current web browsers thanks to its Flask backend and standard web 

technologies frontend. Children, language learners, and users with physical disabilities may find the voice-

controlled design particularly useful as it offers a novel, inclusive, and participatory gaming experience for users 

of all ages. 
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I. INTRODUCTION 

[1] Over the past few years, the behaviour of consumers towards digital systems has undergone a drastic 

shift, drifting away from conventional input methods such as keyboards and touch screens and towards more 

natural ones such as voice and gesture recognition. Voice-controlled devices are increasingly gaining popularity 

due to their ease of use, accessibility, and hands-free convenience. This technical trend serves as inspiration for 

the proposed project, which offers a voice-controlled gaming website built on Python that incorporates speech 

recognition into straightforward but entertaining online games. This project's primary goal is to investigate and 

illustrate the possibilities of voice interaction in online gaming. This system provides a unique and immersive 

gaming experience using Python and the Speech Recognition module to enable gamers to direct actions in a game 

using verbal commands. [8] This approach enhances the ease of use for gamers who would find it difficult to use 

standard input devices, e.g., those with physical disabilities, as well as adding more interest and enjoyment to playing 

games. 

 

[5] After launching user sessions with a login interface, the system presents a game selection page with two 

games: Quiz and Rhymes. Voice commands are the only way to play either game. The user of the Quiz game can 

speak to answer the questions. When a user inputs speech that is unclear, the system gives feedback and requests that 

the user speak louder or more clearly. In contrast, the Rhymes game emphasizes language and pronunciation. The 

system assesses the user's verbal input after asking them to pronounce a specific word. The user receives praise if 

the pronunciation is correct and criticism if it is incorrect. The server-side implementation of this project is based on 

the Flask web framework, Python's speech recognition module is used to record and handle voice input. [10] The 

project successfully illustrates how web development and artificial intelligence may be combined to provide 

entertaining, instructive, and easily accessible gaming apps. 

 

[7] In the end, this voice-activated gaming website not only demonstrates the possibilities of natural language 
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interaction in web apps, but it also paves the way for further advancements in inclusive game design, educational 

resources, and language training. 

 

A. Need For Voice Controlled Gaming Tool. 

When it comes to implementing new technology to improve accessibility, user experience, and engagement, 

the gaming sector has always been at the forefront. Physical input devices like keyboards, controllers, and 

touchscreens are a major component of traditional gaming gear. [3] Despite their effectiveness, these input techniques 

frequently restrict accessibility and engagement, especially for people who want to operate hands-free or have 

physical impairments. Alternative input methods are becoming more and more necessary as technology develops in 

order to make games more accessible, engaging, and easy to use. This need is met by voice-controlled gaming 

technologies, which make gaming more intuitive and natural by enabling players to engage with games using spoken 

commands.[11] Accessibility is a major factor in the adoption of voice control in video games. Using typical input 

devices may be difficult or impossible for people with motor disabilities. These limitations are removed by voice-

controlled technologies, which let players play games without having to move. This encourages diversity and 

guarantees that everyone, regardless of physical ability, may enjoy gaming. [8] The desire for hands-free, 

immersive gameplay is another important motivator. Voice instructions provide a smooth substitute in situations 

where a user might be multitasking or unable to use their hands (for as while exercising or playing casual video 

games). They improve the overall convenience and enjoyment of gaming by enabling players to stay involved in the 

game without being restricted by physical controllers. 

[15] Voice recognition can be extremely important in educational and training games, including spelling 

and language learning aids, as it can evaluate pronunciation, give immediate feedback, and promote verbal 

engagement. In addition to making learning more engaging, a speech recognition-enabled game like Spelling Bee 

helps users improve their verbal abilities, which increases their confidence and fluency in the language. Furthermore, 

the general trend toward intelligent and AI-powered interfaces is reflected in voice-activated games. Users are 

become more accustomed to and comfortable with voice commands as voice assistants such as Alexa, Siri, and 

Google Assistant become commonplace in homes. By incorporating this interaction style into games, the digital 

experience is improved and it conforms to contemporary standards. Additionally, the creation of voice-controlled 

games spurs advancements in natural language processing, speech recognition accuracy, and real-time voice 

command execution all of which have uses outside of gaming, such as in healthcare, education, and smart home 

systems. 

 

B. Target Users of Voice Controlled Gaming Tool. 

 

 Students and Children (Ages 6–16). 

 Individuals with Physical Impairments. 

 Learners of Languages and ESL Students. 

 Special Schools and Educational Institutions. 

 

C.  Relevance in Today’s Gaming Systems. 

 [10] Voice control integration into gaming systems is becoming more and more relevant and revolutionary 

in today's quickly changing digital ecosystem. Voice-controlled interfaces mark a major breakthrough in how players 

engage with games as the gaming industry strives for more inclusive and engaging experiences. Despite their 

effectiveness, more natural and intuitive interfaces are gradually replacing and supplementing more conventional 

input modalities like gamepads, touchscreens, and keyboards. With the use of voice recognition technology, gamers 

may interact with games by speaking commands, which improves convenience and realism. In the age of smart 

devices and virtual assistants, when people are already used to voice interactions in their daily lives, this is 

particularly pertinent.[8] Additionally, by giving people with physical disabilities an alternate input method, voice-

controlled games support accessibility and guarantee that gaming is accessible to all. Voice integration also helps 

educational games by giving kids and language learners the chance to practice speaking through interactive 

gameplay. Voice recognition is getting more precise and sensitive with the development of artificial intelligence and 

natural language processing, which makes its use in gaming both useful and entertaining. As a result, voice-controlled 

gaming tools are not just a technological advancement but also an essential part of gaming systems of the future, 

meeting user demands for intelligent, flexible, and easily available experiences. 

 

D. Students and Children (Ages 6–16). 

Children and students (ages 6 to 16) are among the most important target markets for voice-activated 

gaming devices. Children are very responsive to engaging and interactive teaching strategies at this developmental 

time. [16] Games such as the voice-based Quiz offer a fun and stress-free way to practice spelling accuracy, 
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listening comprehension, and pronunciation. Children are kept actively engaged and their language abilities are 

reinforced when voice instructions are used to encourage clear and confident speech.  

Furthermore, by adding educational content to games, curriculum-based learning is supported in a fun way 

and knowledge retention is increased. Because voice-controlled games don't require physical inputs or adult help, 

they also help kids become more independent. This hands-free engagement encourages familiarity with technology 

and can be particularly helpful in special education settings, home learning environments, and classrooms. Voice-

controlled gaming is a useful tool for learning and pleasure because, all things considered, this age group gains a 

great deal from the combination of instruction and fun. 

 

E. Individuals with Physical Impairments. 
[5] Traditional input devices like keyboards, mice, gaming controllers, and touchscreens can be very 

difficult for people with physical disabilities to use. By facilitating hands-free interaction and enabling speech 

control, voice-controlled gaming tools provide a revolutionary solution that lets players play and control games with 

just their voice. In addition to encouraging increased accessibility, this guarantees that people with impaired motor 

skills can engage in digital entertainment and educational activities without the need for further assistive technology. 

These technologies provide a sense of inclusion and autonomy by removing the need for physical controls, enabling 

users to play confidently and autonomously. Additionally, the system offers verbal feedback in real time, resulting 

in an easy-to-use interface that can be used by people with a variety of skills. Essentially, voice-activated gaming is 

an important step in creating digital spaces that are more inclusive and meet the various demands of all players. 

 

F. Special Schools and Educational Institutions. 

Innovative teaching strategies that address a range of learning demands are adopted in large part by special 

schools and other educational institutions.[2] Because they provide inclusive, captivating, and dynamic learning 

experiences for all students—including those with physical or cognitive disabilities—voice-controlled gaming tools 

are especially useful in these settings. Voice-controlled games, as opposed to manual input, offer a different way for 

students to participate in special education classes where they might struggle with standard learning resources. Games 

such as Spelling Bee enhance auditory learning styles and reinforce language growth, pronunciation practice, and 

voice confidence. By integrating these technologies into the classroom as extra learning aids, conventional 

educational institutions can encourage students to actively engage with the material and improve their digital literacy 

through the use of contemporary technology. They can also be utilized in group settings to encourage cooperative 

play and independent study. Schools may serve a broader spectrum of students and show their dedication to inclusive 

education by integrating voice interaction into the curriculum. This will also help students in future technologically 

advanced environments. 

 

II. Literature Survey 

A. “Dealing with Students’ Pronunciation: The ‘Spelling Bee’ Effect” by Uswatun Khasanah & Agus 

Husein As Sabiq 

Abstract: [1] Examines how the Spelling Bee method affects pupils' ability to pronounce words correctly. The 

study tackles the widespread problem in English language instruction that pronunciation is sometimes given less 

attention than grammar and vocabulary. Sixty-three seventh-grade pupils from MTs NU 01 Mambaul Hikmah 

Tegalwangi were split into experimental and control groups as part of the researchers' experimental methodology. 

The results showed that students who took part in the Spelling Bee activities significantly improved their 

pronunciation, indicating that this method can successfully improve spelling, vocabulary, and pronunciation. It 

contrasted the experimental and control groups' pre- and post-test outcomes. The results demonstrated that 

students who employed the Spelling Bee technique significantly improved their pronunciation, demonstrating the 

system's efficacy in improving spelling, vocabulary, and pronunciation. 

 

B. "Using DQN and Double DQN to Play Flappy Bird" by Kun Yang, presented at the 2022 International 

Conference on Artificial Intelligence, Internet and Digital Economy (ICAID 2022), 

Abstract:[18] While Deep Learning (DL) uses neural networks to approximate nonlinear functions, Reinforcement 

Learning (RL) is a prominent area of machine learning that focuses on addressing sequential decision-making 

issues. By combining these, agents that can learn to play video games are trained by utilizing the advantages of 

both. This study compares the performance and training losses of DQN and Double DQN when used with the 

Flappy Bird game. The article compares the results with previous tests and presents changes to the DQN model 

to speed up training speed using Keras in Pycharm. According to the results, the modified DQN performs better 

than Double DQN but not better than the standard DQN. Double DQN's effectiveness in resolving the 

overestimation issue is confirmed by the training loss study, which shows that it successfully lowers training loss. 

In the computer game Flappy Bird, players control the flight of a bird as it navigates obstacles; touching the screen 

causes the bird to rise, while doing nothing causes it to fall because of gravity. The goal is to avoid collisions 
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while passing through as many pipes as you can, with each successful pass worth points. Flappy Bird is the perfect 

setting for deep reinforcement learning approaches to train artificial intelligence agents because of its 

straightforward physics and obvious reward scheme. In order to solve the overestimation problem with DQN and 

emphasize the variations in their performance, the study examines how an agent may be trained to play Flappy 

Bird using the DQN and Double DQN methods. 

 

III. EXISTING METHOD 
Speech Recognition using Google Speech-to-Text API: 

One of the most popular tools for speech recognition is this Google cloud-based API.[4] It is renowned for its 

remarkable accuracy in identifying voice instructions and supports more than 120 languages. It is used in a lot of 

voice-activated apps and games to understand commands like "up," "down," "left," and "right." By identifying these 

directional keywords, you can use this technique to manage the Flappy Bird game in your situation. Additionally, it 

allows for real-time audio streaming, which is helpful for gaming continuously. 

CMU Sphinx (PocketSphinx) for Offline Speech Recognition: 

An open-source offline voice recognition program called PocketSphinx is helpful in situations where internet access 

is scarce.[5] It is appropriate for applications like yours with a restricted vocabulary (such as directional commands 

or spelling words), while having lesser accuracy when compared to cloud-based APIs. This approach is appropriate 

for educational settings since it works well for offline or embedded gaming applications. 

Voice-Controlled Gaming (The Vocal Joystick): 

Researchers at the University of Washington created the Vocal Joystick, a voice-based interface that uses continuous 

vocal inputs like loudness and pitch to simulate joystick movement. Via vocal modulation, users can adjust the 

cursor's speed and direction. This idea is exactly in line with your Flappy Bird game, which allows you to play hands-

free and easily by using voice commands to control movement in various directions. 

Keyword Spotting using TensorFlow/Keras Models: 

One method for identifying particular command words in an audio input stream is called keyword spotting. Words 

like "up," "down," and so forth can be recognized by training lightweight models constructed with TensorFlow or 

Keras. These models are perfect for responsive, real-time voice-based control in games because they can be set up 

in the browser or on a server using Python.[8] This effective technique enables quick command recognition without 

requiring complete speech-to-text conversion. 

Spelling Bee Style Pronunciation Validation:  

Speech recognition is used to verify pronunciation in educational platforms and language learning applications like 

Duolingo. These technologies match expected phoneme patterns to spoken words. This technique is used in your 

spelling bee game, which instantly provides feedback such as "Incorrect word" or "Well done" based on whether the 

uttered word matches the prompt. This approach aids language learners in improving their speaking and learning 

accuracy. 

Pronunciation Feedback Systems: 

To determine how closely a user's pronunciation resembles the correct phonetic form, some sophisticated algorithms 

employ deep learning.[18] These models are able to point out certain mispronounced syllables. These systems can 

improve your spelling bee skills by providing more detailed feedback in subsequent updates. They are frequently 

utilized in English as a Second Language (ESL) instructional situations. 

Basic Web-Based Authentication Systems: 

A basic authentication technique utilized in many demonstration and educational projects is reflected in your login 

system's default username and password. Despite being simple, it guarantees user access control and can be enhanced 

with frameworks like Django to incorporate encryption, session management, and user-specific data tracking. It 

establishes the foundation for creating a safe, customized gaming environment. 

Assistive Technology for Accessibility in Gaming: 

When it comes to assistive technologies for those with physical disabilities, voice-activated solutions have become 

indispensable. Through hands-free gaming, those who are unable to utilize conventional input devices such as 

keyboards or touchscreens can nevertheless take advantage of and enjoy digital interactions. [6] By leveraging 

straightforward voice-based commands to make instructional and entertaining activities more inclusive, your project 

advances this field. 

 

IV. PROPOSED METHOD 
Login Interface: 

The website begins with a login page that asks for a pre-established password and user ID. It guarantees that the 

gaming portal is only accessed by authorized users. Users are taken to the game selection screen after providing 

accurate login information. It functions as both the entry point and the foundational layer of authentication. 
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Game Selection Screen: 

Users are presented with two gaming options Spelling Bee and Flappy Bird after logging in. To select the voice-

controlled game they want to play, users click. This offers a dashboard that is easy to use for quick access to games. 

All age groups will find the layout to be responsive and easy to use. 

Voice-Controlled Integration: 

Every command in the game has a corresponding directional motion. The user's speech is recorded by a microphone 

and sent for recognition. Real-time responses from the game allow for hands-free interaction. Voice-activated 

controls increase engagement. 

Speech Recognition Implementation:  

A Google spoken Recognition is used to process spoken input. Certain keywords that correspond to game actions 

are heard by the system. It uses the speech recognition library in Python to provide real-time command execution. 

Accurate command mapping and responsiveness are guaranteed by the design. It serves as the platform's central 

component for handling voice input. 

Audio Input Error Handling:  

The technology displays a warning if speech cannot be recognized or is not clear. The screen reads, "Unable to hear, 

please speak loudly." This guarantees that the user is aware that the input was not understood by the system. By 

encouraging a retry with a clearer voice, it enhances usability. Confusion is decreased and the user experience is 

improved by such validation. 

Voice-Based Quiz Game:  

The user is prompted to say a word out loud by the system. The input is transcribed once the user answers vocally. 

The correct spelling and the spoken word are contrasted. This voice-based task enhances pronunciation and 

vocabulary. For kids and students, it's entertaining, engaging, and instructive. 

Pronunciation Evaluation and Feedback: 

When the user pronounces the word correctly, the message "Well done!" appears. It displays "Incorrect word" if the 

term is mispronounced. Through trial and error, learning is encouraged by this feedback loop. It imitates techniques 

found in language-learning programs such as Duolingo. The session remains interactive because users receive prompt 

responses. 

Web-Based Deployment using Python: 

Flask and Python are used to build the complete platform. It guarantees browser accessibility and platform 

independence. Future game expansion is made simple by the structure. It is appropriate for educational settings, 

lightweight, and modular. 

Real-Time Feedback and Error Handling: 

All actions and mistakes will receive instant visible feedback thanks to the system's architecture. The system reacts 

instantaneously, whether it's a mispronounced word or a good play in the game. This enables users make early 

corrections and keeps them updated on their actions. Feedback in real time guarantees an active and fruitful learning 

experience. Through constant engagement, it also increases user confidence and enhances usefulness. 

 

V. METHDOLOGY 
MODULES 

User Authentication Module: Users must use a predetermined username and password to log in to the user 

authentication module, which is the initial stage in the system's flow. By acting as the platform's gatekeeper, this 

module makes sure that only users with permission can access the games. Form submissions from the frontend are 

handled by this Python (Flask or Django) implementation, which verifies the input against either a simple backend 

database or hardcoded credentials. Despite its simplicity, this layer safely introduces users to the application 

environment and guarantees a structured entry point. The user is redirected to the game selection page by the system 

after successfully logging in. 

Game Selection Interface: The voice-activated Flappy Bird and Spelling Bee games are the two options that are 

shown on the game selection window when the user has successfully authenticated. Using frontend technologies like 

HTML and CSS, this module is in charge of displaying an interactive and user-friendly dashboard with button or 

card components connected to backend routes. The game selection panel serves as an intuitive centre for easy 

navigation. It guarantees a seamless transition into the gameplay modules by making sure customers can comprehend 

the options and start the game of their choosing with the least amount of difficulty. 

Voice-Controlled Quiz Module: This module turns traditional quiz-based education into a voice-activated 

interactive learning environment. Simple questions about things like animal names, elementary arithmetic problems, 

or general knowledge appropriate for novices and kids are shown to users. The user answers by voicing their response 

out loud once the system asks them with a text or audio query. The spoken response is recorded by the microphone 

and processed using Python's speech recognition package, which may be improved with Google's Speech-to-Text 

API.  The system gives positive feedback like "Well done!" if the user's response is accurate. A notice such as 

"Unable to hear, please speak loudly" appears if the response is not clear. This module promotes cognitive 
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development, improves learning through vocal interaction, and creates an enjoyable, approachable, and instructive 

gaming environment for all users. 

Rhymes Singing Game Module: The Through an interactive musical experience, the Rhymes Singing module aims 

to engage young learners. This game has synchronized audio playback while popular nursery rhymes are shown on 

the screen line by line. Users are urged to sing along as the rhyme plays. via speech recognition techniques, the 

system records the user's voice via the microphone and matches it with the lyrics. Positive comments like "Excellent 

singing!" appear if the user follows along correctly. Messages like "Try again!" or "Sing a bit louder" may appear if 

the timing or pronunciation is incorrect. Through voice-guided musical interaction, this module enhances language 

development, rhythm awareness, and listening abilities in a pleasant and engaging way, making learning more 

engaging and pleasurable. 

Speech Recognition and Processing Layer: This is the main technical element that drives both games' voice-based 

features. It continuously scans the microphone for audio input, processing it with Python's speech recognition module 

or other comparable programs. Depending on the platform, it can parse spoken phrases or commands using offline 

options like CMU Sphinx or cloud-based APIs like Google. By utilizing noise filtering and validation approaches, 

the module is tuned to manage delays, background noise, and ambiguous speech. This guarantees that commands 

are carried out accurately and 

 in real time, which is essential for the game's responsiveness and player happiness. 

Feedback and Error Handling System: To make sure users are aware of their activities and the system's reactions, 

this module offers real-time feedback and notifications. For example, the Quiz game immediately shows a notice 

such as "Unable to hear, please speak loudly" if the system is unable to recognize or comprehend a vocal command. 

Similar statements in the Rhymes game encourage users to celebrate or try again with proper pronunciation. 

Additionally, the system improves the user experience by gently handling edge circumstances like lengthy silences 

or improper command formats. This module is essential to establishing a responsive, intelligent, interactive, and 

user-friendly environment. 

 

SYSTEM DESIGN & IMPLEMENTATION 

 
FIGURE 1. A use case diagram visually represents the interactions between the User and the system's 

core functionalities such as login, game selection, voice-controlled gameplay, speech processing, and real-

time feedback. 

 

IMPLEMENTATION 

 

 
FIGURE 2.1: User login page. 
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FIGURE 2.2: User gives voice input as lion. 

 

 
FIGURE 2.3: User gives voice input as six. 

 

 
FIGURE 2.4: User gives voice input as blue whale. 

 

 
FIGURE 2.5: User gives incorrect voice input as orange. 
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FIGURE 2.6: User gives voice input as bamboo. 

 

 
FIGURE 2.7: User gives voice input as banana. 

 

 
FIGURE 2.8: User gives incorrect voice input as donkey. 
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FIGURE 2.9: User score is displayed. 

 

 
FIGURE 2.10: User are taken to other game to sing rhymes. 

 

 
FIGURE 2.11: User sings along with the lyrics displayed. 

 

 
FIGURE 2.12: User sings along with the lyrics displayed. 
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FIGURE 2.13: User sings along with the lyrics displayed. 

 

 
FIGURE 2.14: User sings along with the lyrics displayed. 

 

 
FIGURE 3.15: Final score is displayed based on the user audio. 
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VI. Conclusion 

An important development in accessible entertainment and instructional technology is the creation of a 

voice-activated gaming website built on Python. The technology removes conventional input barriers and enables 

hands-free, inclusive user engagement with digital material by implementing speech-enabled, intuitive interaction. 

The two main games, Quiz and Rhymes, are entertaining and instructive at the same time. They promote the 

growth of vocabulary, improve memory, and improve auditory processing abilities, all of which are very 

advantageous for young students and language development initiatives. A wide range of users, including kids, 

ESL students, and those with physical limitations who would find traditional control methods difficult, can benefit 

from the natural and engaging user experience that speech recognition technology offers. The user experience is 

further enhanced by real-time feedback systems, which reinforce learning by providing prompt encouragement 

and correction. Additionally, this project shows how scalable, modular architecture can be used to effortlessly 

integrate future features like cloud-based performance tracking, adaptive difficulty levels, language support, and 

personalized content. This gaming system lays the groundwork for a new approach to learning and playing where 

accessibility, engagement, and enjoyment coexist in a world increasingly dominated by voice assistants and smart 

interfaces. In the end, the system not only functions as a cutting-edge teaching tool but also demonstrates how 

new technologies, such as speech recognition, may transform user interaction in gaming settings, resulting in more 

inclusive, participatory, and powerful digital experiences. 
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