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Abstract: Nowadays, computer networks are so complex, nearly everyone with a computer has connected it to the Internet to access information and transmit messages and as complexity increases the question of security becomes more and more familiar as well as the depth knowledge of computer network protocols namely; Transmission Control Protocol (TCP), Internet Protocol (IP) being the most common ones amongst others like User Datagram Protocol (UDP) etc... One of the two most publicized to security is intruder (other is virus) generally referred to as hacker or cracker. Intrusion detection systems are an important component of defensive measures protecting computer systems and networks from abuse. In this paper we proposes, a new hybrid learning approach that combines K-Mean clustering, Naive Bayes (statistical) also known as KMNB with Decision Table Majority (rule based) approaches. An experiment will be Carried out to evaluate the performance of the proposed approach using KDD Cup ’99 dataset. The experimental results will shows that new type of attack can be detected effectively in the system, so that the efficiency and accuracy of intrusion detection system will improve terms of detection rate as well false positive rate with reasonable prediction time.
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I. INTRODUCTION

Nowadays, computer networks are so complex, nearly everyone with a computer has connected it to the Internet to access information and transmit messages and as complexity increases the question of security becomes more and more familiar as well as the depth knowledge of computer network protocols namely; Transmission Control Protocol (TCP), Internet Protocol (IP) being the most common ones amongst others like User Datagram Protocol (UDP) etc... One of the two most publicized to security is intruder (other is virus) generally referred to as hacker or cracker. Our aim is to suggest a mechanism for detecting ‘unknown’ intrusions by identifying packets that are normal and to flag any packets that significantly deviate from the behavior of these normal packets, these deviations are called anomaly or outlier. This mechanism can be visualized on a 2D topological map formulated by a Data Mining. This so called method of detection is named anomaly detection.

Rest of the paper are as follows: section II presents a brief survey where we show the previous research study on Intrusion Detection System and Problem Formulation, section III presents a proposed work methodology and proposed model. Finally, section IV presents concluding remarks. The introduction of the paper should explain the nature of the problem, previous work, purpose, and the contribution of the paper. The contents of each section may be provided easy to understand about the paper.

II. LITERATURE SURVEY AND ANALYSIS

Intrusion Detection System (IDS) have become an important building block of any sound defense network infrastructure. Malicious attack have brought more adverse impact on the network than before increasing the need for effective approach to detect and identify such effects more effectively. Naive Bayes is one of the classification models that predicts very fast due to the less complexity functioning of it. Fast prediction is also the reason for a lot work done in recent years using Bayesian approach. In [1] a new hybrid model has suggested that ensembles Naive Bayes (statistical) and Decision Table Majority (rule based) approaches. In [2] authors have discussed on network security through Intrusion Detection Systems (IDSs). We have already known that IDS most efficient technique against network attacks since they allow network administrator to detect policy violations. However, traditional IDS are vulnerable to original and novel malicious attacks. Also, it is very inefficient to analyze from a large amount volume data such as possibility logs. In addition, there are high false positives and false negatives for the common IOSs. Furthermore in this paper authors have discussed also on data mining technique and how its help full in IDS system. Thus, how to integrate the data mining techniques into the intrusion detection systems has become a hot topic recently. Herr, authors presented the whole techniques of the IDS with data mining approaches in details. In [3] author discussed on Intrusion Detection System (IDS) where IDS is the most important technique to achieve higher security in detecting unknown/malicious/subnormal activities for a couple of years. Anomaly detection is one of intrusion detection system. Current anomaly detection is often associated with high false alarm with moderate
accuracy and detection rates when it’s unable to detect all types of attacks correctly. To overcome this problem, authors have suggested a hybrid learning approach. In this approach they have combine two different technique one is K-Means clustering and second is Naive Bayes classification. In this authors have used clustering technique of all data into the corresponding group before applying a classifier for classification purpose. Authors have performed experiment using KDD Cup ’99 dataset. Result show that the presented approach performed better in term of accuracy, detection rate with reasonable false alarm rate. In[4] an algorithm for adaptive network intrusion detection using naive Bayesian classifier and decision tree is presented, which performs balance detections and keeps false positives at acceptable level for different types of network attacks, and eliminates redundant attributes as well as contradictory examples from training data that make the detection model complex. The presented algorithm also addresses some difficulties of data mining such as handling continuous attribute, dealing with missing attribute values, and reducing noise in training data. Due to the large volumes of security audit data as well as the complex and dynamic properties of intrusion behaviors, several data mining based intrusion detection techniques have been applied to network-based traffic data and host-based data in the last decades. In[5] authors evaluated the performance of various rule based classifiers like: JRip, RIDOR, NNge and Decision Table using ensemble approach in order to build an efficient network intrusion detection system. they use KDD Cup’99, intrusion detection benchmark dataset (which is a part of DARPA evaluation program) for experimentation. In[7] describe an adaptive network intrusion detection system, that uses a two stage architecture. In the first stage a probabilistic classifier is used to detect potential anomalies in the traffic. In the second stage a HMM based traffic model is used to narrow down the potential attack IP addresses. Various design choices that were made to make this system practical and difficulties faced in integrating with existing models are also described. In[8] presented a hybrid IDS by integrated signature based (Snort) with anomaly based (Naive Bayes) to enhance system security to detect attacks. This research used Knowledge Discovery Data Mining (KDD) CUP 99 dataset and Waikato Environment for Knowledge Analysis (WEKA) program for testing the proposed hybrid IDS. Accuracy, detection rate, time to build model and false alarm rate were used as parameters to evaluate performance between hybrid Snort with Naïve Bayes, Snort with J48graft and Snort with Bayes Network. In [10] author presented a hybrid intrusion detection system for wireless local area networks, based on Fuzzy logic. In this Hybrid Intrusion Detection system, anomaly detection is performed using the Bayesian network technique and misuse detection is performed using the Support Vector Machine (SVM) technique. The overall decision of system is performed by the fuzzy logic. For anomaly detection using Bayesian network, each node has a monitoring agent and a classifier within it for its detection and a mobile agent for information collection. The anomaly is measured based on the naive Bayesian technique. For misuse detection using SVM, all the data that lie within the hyper plane are considered to be normal whereas the data that lie outside the hyper plane are considered to be intrusive. The outputs of both anomaly detection and misuse detection modules are applied by the fuzzy decision rules to perform the final decision making.

**Problem Analysis:** Traditional Intrusion Detection System (IDS) focus low –level attacks and only generate isolated attacks to achieve higher security in detecting malicious activities for a couple of years. Anomaly detection is one of intrusion detection system. Current anomaly detection is often associated with high false alarm with moderate accuracy and detection rates when it’s unable to detect all types of attacks correctly. Naive bayes is very fast in prediction as it processes training set only once to store statistics and use it to predict the unforeseen record, But suffers in performance due to independence attribute assumption. Decision Table Majority (DTM) is the classifier that is doing exact match of each attribute values all to gather and thus removes the strong independence assumption but very slow in processing, as it is comparing each test record against every test record. By use of universal hash table, the complexity proportionate to number of attributes. So with good subset of features, DTM can perform really well. Another thing we have observed that authors have used an association algorithm which is produced inefficient result for large data set in term of efficiency of executed algorithm.

**III. PROPOSED WORK**

This section we are going to be present proposed Intrusion Detection System model using efficient data mining approach. The proposed model will enhance efficiency for proposed intrusion detection system. The proposed model is based on combination of three different techniques K-Mean clustering, Naive Bayes (statistical) and Decision Table Majority (rule based) approaches for intrusion detection. There is different type of attack incorporated in the dataset which is fall into various categories. Table 1 is showing the details of attacks.
The objective of this paper is to provide comparative study of intrusion detection system using various techniques where we will show that our suggested technique will be produced batter result. The performance and strength of suggested technique will expected to be better than conventional technique of intrusion detection system and highly effective against attack.

Proposed Technique:

Here we are presenting general idea on a new hybrid model for intrusion detection system which will enhance efficiency as compare existing intrusion detection system. In the proposed model we are using data mining concept. Data mining techniques have been successfully applied in many different fields including marketing, manufacturing, process control, fraud detection, and network management. Over the past five years, a growing number of research techniques have applied data mining to various problems in intrusion detection. In this we will apply to data mining for anomaly detection field of intrusion detection. Anomaly detection approaches are capable to detect attacks with good accuracy and to achieve good detection rates. However, the rate of false alarm using anomaly approach is equally high. In order to maintain the good accuracy and detection rate while at the same time to lower down the false alarm rate, We propose a model which is the combination of three different techniques K-Mean clustering, Naive Bayes (statistical) and Decision Table Majority (rule based) approaches shown in figure 1 For the first stage in the proposed hybrid IDS model, We will group similar data instances based on their behaviors by using a K-Means clustering as a pre-classification component. For the second stage, we will use Naive Bayes classifier. In this we will classify the resulting clusters into classes like normal and abnormal. We will found that data that has been misclassified during the earlier stage may be correctly classified in the subsequent classification stage. Next Stage resultant of the classification process will pass on Decision Table Majority (DTM) for final evolution.
Evaluation Measurement:

During experiments, we will choose KDD Cup’99 benchmark dataset [6] which will suitable for us to evaluation and comparison between the proposed approaches and the previous approaches. The entire data set will contain approximately 500,000 instances with 41 features because it’s sufficient to calculation. The training dataset will contain 12-24 types of attack, while the testing data contains more than 10 types of additional attack. Our dataset will cover four major categories of attacks which is Probe, DoS, R2L and U2R. To evolution we have selected some parameters to compare results between existing system and proposed system. An Intrusion Detection System (IDS) requires high accuracy and detection rate as well as low false alarm rate. In general, the performance of IDS is evaluated in term of accuracy, detection rate, and false alarm rate as in the following formula:

- Accuracy = (TP+TN) / (TP+TN+FP+FN)
- Detection Rate = (TP) / (TP+FP)
- False Alarm = (FP) / (FP+TN)
- True positive (TP) when attack data detected as attack.
- True negative (TN) when normal data detected as normal.
- False positive (FP) when normal data detected as attack.
- False negative (FN) when attack data detected as normal.

On the basic of this table 2 is concluding result

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted Normal</th>
<th>Predicted Attack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>TN</td>
<td>FP</td>
</tr>
<tr>
<td>Intrusions (attacks)</td>
<td>FN</td>
<td>TP</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

This paper will be improve detecting speed and accuracy as a goal, and proposing more efficient associate and cluster rules mining method as comparing algorithm to abnormal detecting experiment based on network, and will improve the support and credit. In this paper, an hybrid model through combination of K-Means clustering, Naïve Bayes classifier and Decision Table Majority (rule based) approach is proposed. As we know that a naïve Bayesian network is a restricted network that has only two layers and assumes complete
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independence between the information nodes. This poses a limitation to this research work. In order to alleviate this problem so as to reduce the false positives, active platform or event based classification may be thought of using Bayesian network. We continue our work in this direction in order to build an efficient intrusion detection model. In Future we will implement our proposed model and will use KDD Cup ’99 benchmark dataset in comparison between proposed and existing IDS.
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