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Abstract: The first changes of malignant transformation of cells occur at the DNA level, which later manifest 

as change in DNA content. Microscopic diagnosis of cancer by assessment of DNA content of the nucleus is 

highly subjective, minor changes of DNA content may be missed by visual examination. By Quantitative 

Pathology the diagnosis can be made more precise.Feulgen is the nuclear stain used in most of the studies on 

image morphometry which requires special staining procedure. In the present study we have carried out the 

morphometric analysis on haematoxylin stained cytology slides used for routine reporting.The microscopic 

images captured using a digital camera were analyzed to find out the area, total optical density, hue, saturation 

and perimeter of the nucleus. The mean and standard deviations of these parameters, for a set of known benign 

and malignant cases were used to train Support vector machine (SVM) classifier. This classifier was then used 

to test data from a series of unknown cases and the results were compared with the final pathological diagnosis 

of these cases to check the efficiency of the method. The SVM classifier was trained using data from 25 benign 
and 25 malignant cases. The classifier was then used to analyze 34 cases, the nature of which was unknown to 

the person who analyzed the cases. 100 % efficiency was obtained in differentiating benign and malignant cases 

using the classifier. 

Keywords: Image morphometry, DNA Ploidy, Nuclear Area, total optical density, TOD, SVM, cancer 

diagnosis, quantitative pathology 

 

I. Introduction 
Cancer is the second most common cause of death in nearly all Countries. The incidence of cancer is 

increasing all over the world. It is a well accepted fact that the cure rate of cancer is higher if an early diagnosis 

is made. Cancer is a dreaded disease irrespective of whether it affects poor or affluent people. The diagnosis of 

cancer in a patient turns his life upside down. Everybody fears cancer because of the pain, disfigurement, 

financial burden and the agonizing death that ultimately follows. In spite of the tremendous advances that has 

occurred in the diagnosis and treatment of cancer, the outcome for advanced cancer is grave. The only hope for 

a better cure and survival is an early diagnosis. 

Normal cells of the body contain 23 pairs of chromosomes represented as 2N. A small proportion of 

cells will be having 4N number of chromosomes just before mitotic division. No other variations are permitted 

by the cell cycle regulatory mechanisms in healthy cells. If any changes to these chromosomes occurs the cell 

cycle will be stopped and cells will be given adequate time for correcting these mistakes. If the mistakes are 

uncorrectable the cell will be destroyed by apoptosis. When the cells turn malignant, these regulatory 
mechanisms are ineffective and various abnormalities in the form of quantitative differences in DNA content 

occur. Many developments have occurred in the detection of different prognostic markers on the cancer cells. 

These markers will predict the specific treatment appropriate for the case and the likely prognosis of the patient.  

The role of these investigations   comes only after establishing the diagnosis of malignancy. In spite of the 

developments in medical science, the gold standard for diagnosis of malignancy is still microscopic examination 

of stained cells or tissue by experts who look for various features of malignancy in these cells.In malignant cells, 

due to ineffective nuclear regulatory mechanisms, the uniformity of the DNA content of cells will be lost. Each 

cell might have a random number of chromosomes. When more chromatin is present in the nucleus it will take 

up more stain. This imparts darker color and increased area of the nucleus. This is known as anueploid state. It is 

considered as a hallmark of malignancy in most of the tumors. In stained cells this manifests as variation in 

parameters like nuclear size, total optical density, perimeter, etc. Pathologists diagnose malignancies by visually 
estimating these parameters by looking through the microscope, which is highly subjective. Subtle variations 

may be missed and these variations cannot be quantified. Due to visual illusions, some features may not be 

detected by the eyes and some features may be misinterpreted. The diagnosis of cancer can be made more 

precise by digital image analysis and estimating DNA Ploidy.  

DNA ploidy analysis is a useful tool in diagnosis and predicting the prognosis of cancers. Many studies 

have shown it as an independent prognostic marker.[1-6] 
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The early study on image analysis of nuclear morphology appeared in 1990’s when Danque PO et al 

[7] compared DNA ploidy estimate of 12 solid tumors by six methods. They observed that Image analysis of 

touch preparations detected most of the tetraploid and multiple aneuploid peaks. In their study, Flow cytometry 
occasionally did not detect tetraploid and multiple aneuploid peaks. In 1993, C Chaplin et al [8] correlated data 

from nuclear morphometric analysis of carcinoma breast imprints with features like Ki67 immunostaining, 

AgNOR and DNA content of the tumors. DNA ploidy analysis of hepatic neoplasm was done by Li Jun Mi et al 

in 1994 [9] and found that aneuploid peaks were much increased in carcinomas. 

Recently, comparison of DNA ploidy and biomarker expression in paraffin embedded tissue sections 

was carried out by Stijn JHM Fleskens et al in 2010[10]. They analysed DNA ploidy in 22 paraffin embedded 

oral premalignancies. The disadvantage of using paraffin sections for DNA ploidy is that it may not be accurate 

because oblique sectioning or sections from the tips of nuclei may give erroneous results. To avoid such 

mistakes, we used aspiration cytology smears which represent the entire nuclei.[11, 12] 

Jeffrey S. Ross et al [13] presented image based DNA ploidy analysis, which permitted easy 

identification of malignant cells and avoided unwanted cells from the study. The analysis could be made even 
when the cells were in small numbers unlike flow cytometry. In this study the image morphometry was done 

using direct reading of image from the microscope. The background staining or dense cytoplasmic staining may 

alter the results if the readings are taken directly from the slide. In our study the images were captured and 

nuclei were separated from background using edge detection and thresholding, hence the accuracy could be 

increased. Emily G. Barr Fritcher et al [14] studied the role of routine cytology, quantitative nuclear 

morphometry by digital image analysis, and genetic alterations by fluorescence in situ hybridization for 

detecting pancreatobiliary tract malignancy. They found a strong link between the visual assessment of cells by 

routine cytology examination and quantifiable nuclear morphometric features. In their study only 50 abnormal 

nuclei were analyzed from each case. In our study more than 100 cells were analysed per case. 

For the automation of cancer detection process, different Machine Learning Classifiers such as Linear 

Discriminant Analysis (LDA), K-Nearest Neighbor (KNN), Artificial Neural Network (ANN) etc. were used by 

several authors [15-18]. Support Vector Machine algorithm is a popular tool for machine learning tasks and 
SVM-based approaches are able to significantly outperform competing methods in many applications. Support 

Vector Machine classifier was proposed by many researchers for Breast cancer diagnosis [19-21] . But data  they 

had  considered for classification was either the dataset taken from internet or mammograms/ultrasound images 

and not cell images. In this paper, we incorporate the DNA ploidy analysis with machine learning to develop an 

automated cancer detection technique which can assist the pathologists in doubtful cases.  Support Vector 

Machine learning was used for the classification of Benign and Malignant tissues based on the data obtained 

from the DNA ploidy analysis of 84 cases. The nuclear images of papanicoloau stained cytological smears of 

benign and malignant breast lesions were captured by a high quality digital camera. The images are 

preprocessed and segmented before extracting the features. The data collected from the images were then fed to 

Support Vector Machine which is trained to perform the classification of data into Malignant or Benign. The 

SVM was then used to test a set of cases, the actual diagnosis of which was unknown to the person analyzing 
these cases. The paper is organized as follows. Section 2 discusses the methods for image acquisition, 

preprocessing, segmentation and feature extraction. Section 3 describes details of classification using SVM. The 

results are discussed in  section 4 and concluding remarks are given in section 5  

 

II. Materials And Methods 
There are five steps in image morphometry as shown in Fig 1, which includes image capturing, preprocessing, 

segmentation, feature extraction and classification. 

 

 
 

Fig:1 Flowchart of the method 
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2.1 Image aquisition 

All the cell images used in the study were obtained by Fine Needle Aspiration Cytology (FNAC) of 

various breast lesions. The aspiration was done using 21G needle and 10 cc syringe. The aspirated material was 
immediately transferred onto clean glass slides and quickly fixed in 85% isopropyl alcohol for about 15 minutes. 

Extreme care was taken to avoid drying and smearing artifacts. The slides were then stained by haematoxylin 

solution and differentiated in acid alcohol, followed by OG6 and EA 36 stains (Papanicolaou method) and 

finally mounted in DPX. The slides were then examined using microscope and images were captured from 

representative areas. Only optimally stained cells in a clean background were photographed. Areas showing 

drying or smearing artifacts were avoided. Similarly, areas where morphology of cells was masked by blood or 

necrotic debris were avoided. Canon EOS 550D SLR camera was used for capturing images of the highest 

quality. The camera lens was removed and a microscope adapter fitted with 10X lens was used to attach the 

camera to the microscope. This step was to avoid the autofocusing and auto zooming actions of digital camera 

lens and make sure that all images were captured at the same magnification. All the images were captured using 

high power objective of the microscope (40X). No further zooming in or out of the images was done after 
capturing. Fixation and smearing artifacts can cause false variations in nuclear size and shape. In order to avoid 

this, optimally fixed and stained areas were selected in each slide and photographed. Same lighting, exposure 

time and magnification settings were used to capture all images used in this study. 

 

2.2 Preprocessing  of the Images 

In Papanicolaou stained slides, the nucleus of the cells will be deep blue in color and the cytoplasm will 

be reddish in color with some background staining of the proteinaceous material. If the nuclear DNA is to be 

analyzed, only the stained nuclei should be present in the image. Other components are not needed and it may 

mask the nuclear features. In order to separate nucleus from cytoplasm and background staining, intensity 

thresholding was done.  

Since the images used in this study had only one type of dark object (nucleus) in a lightly stained area 

(cytoplasm), Global Intensity Thresholding was used. A single threshold value is applicable for one image. But 
a slightly different threshold value may be needed for other images depending upon the background staining 

intensity which was found out by trial and error.  

 

2.3 Segmentation 

In image analysis, specific diagnostic information is extracted from the image. For this, scene 

segmentation is applied to locate the objects of interest; for example the outline of a nucleus. In order to 

determine the location of the nuclei in the tissue, a segmentation method based on the Chan-Vese algorithm for 

Active Contours was used. The basic idea in active contour models is to evolve a curve, subject to constraints 

from a given image, in order to detect objects in that image [22]. The curve starts from outside the object to be 

detected and moves towards the interior normal and stops at the boundary of the object. 

This method was based on the minimization of the energy associated to the contour as a sum of internal 
and external energy. Let C denote the evolving curve in a bounded open subset of R2. Assume that the image I is 

formed by two regions of approximately piecewise-constant intensities, of distinct values I1 and I2.  Also assume 

that the object to be detected is represented by the region with the value I1 and its boundary denoted by C0. Then  

1I I  inside the object [or inside (C0)], and 2I I  outside the object [or outside(C0)]. In active contour 

model the following fitting term is minimized  

                               

                               (1)    

    
 

 

where C is any other variable curve, and the constants c1 ,c2 depending on  C, are the averages of I inside and 

outside  C respectively. If the curve C is outside the object, then 
1( ) 0F C  and  

2 ( ) 0F C   If the curve C is 

inside the object, then 
2 ( ) 0F C  and  

1( ) 0F C  . If the curve is both inside and outside the object, then 
1( ) 0F C   

and 
2 ( ) 0F C  . The fitting energy is minimized, if the curve C is on the boundary of the object. 

Finally the energy functional which is to be minimized, is formed by adding some regularizing terms, like 

the length of the curve C, and (or) the area of the region inside C, as given below 
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where
1, 20, 0, 0       are fixed parameters. In this model the parameters are assumed as

1 2 1, 0      

The segmentation results in a binary image in which all the nuclei are marked in white color as shown 

in Fig. 2. This resultant image can be used as a reference for feature extraction from the original RGB and gray 

scale images.  

 

 
Fig.2  (A) Sample Input; (B) Result of Intensity Thresholding (C) Segmented Image; 

 (D) Segmented Binary Image 

 

2.4 Feature Extraction 

After separating nuclei from the cell images, various features needed for differentiating benign and 
malignant cells were extracted by analyzing the nuclear images. The features considered in this paper are Area, 

Perimeter, Total optical density (TOD), Hue and Saturation. 

Area: In the digital image, the nuclear area is represented by a group of pixels. The area is calculated 

by counting the number of pixels inside the boundary of the nucleus. This represents the size of the nucleus. 

When the chromatin content varies the area of a nucleus also varies. In benign cells the chromatin content will 

be uniform and so only minimum variation of area is expected. 

Perimeter: The Perimeter of the nucleus is calculated by counting the number of boundary pixels at the 

periphery of nuclear image. This is also directly proportional to the area of the nucleus. When there is a marked 

variation of contour of the nucleus, there will be an exaggeration of the variance of the perimeter. 

TOD: The optical density of the pixel represents the chromatin content of that particular area. Since the 

nuclear chromatin distribution is nonuniform, the optical density of each pixel will be different. In order to get a 
true representation of the chromatin content of a nucleus, one has to take the sum of the optical density of each 

and every pixel in the nucleus. This is known as the total optical density (TOD).  

TOD is calculated after converting the RBG nuclear image to a grayscale image. The value of each 

pixel varies from 0 to 255. The value of each pixel represents the intensity of staining of the nucleus at that 

particular area which is directly proportional to the DNA content of the cell in that area. Optical Density = zero 

represents full bright area or an area of no DNA content and Optical Density= 255 denotes a full black area or 

an area of maximum DNA content [11]. When the optical density values of each pixel in a nucleus are summed 

up, it gives the Total Optical Density (TOD). This directly represents the total DNA content of the nucleus. 

Hue represents the color information of the image. It is independent of the intensity which varies from 

image to image depending upon the intensity of light and period of exposure of the camera. These errors can be 

eliminated by noting the hue value of the image. 

Saturation represents the richness or purity of color. 
Use of the RGB model is problematic because the information of interest, i.e., the color of the stain 

(determined by the absorption characteristics), is mixed with variations in the amount of stain. A widely used 

procedure to extract the chromatic (color) information from the RGB data is the hue-saturation-intensity (HSI) 

model. The RGB to HSI transform decouples the intensity information from the color information [23]. 

On an average more than 100 cells were analyzed in all the cases. In each of these nuclei five features 

were estimated. The mean and variance of these five features in each case was calculated and analyzed. 

Histograms of the area and TOD of nuclei from each case was plotted and compared. Quantification of these 

parameters helps us to differentiate benign and malignant nuclei, hence to detect malignancy.  

 

III. Classification 
The automated identification of malignancy and benignity of the test series of images is done using 

Support Vector Machine (SVM). It is a supervised learning model with associated learning algorithms that 

analyze data and recognize patterns.  When a set of training examples is given, each marked as belonging to 

either benign or malignant categories, an SVM training algorithm builds a model that assigns new examples into 

benign or malignant category, making it a binary  linear classifier. 

Support Vector Machine is a kind of large-margin classifier: a vector space based machine learning 
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method where the goal is to find a decision boundary between the two classes. The data points closest to the 

separating hyperplane are called as support vectors.  The decision function is fully specified by these Support 

Vectors which are actually a subset of the training data. The distance from this decision surface to the support 
vectors, is termed as the margin. Hence the decision criterion is defined as “maximizing the margin” [19, 24-

26].  An SVM model is a representation of the inputs as points in space. Let vector 
nRx  denote a pattern 

to be classified, and scalar y denotes its class label (i.e., 1y  ). Besides, let  miyx ii ,,2,1),,(   

denote a given set of m training examples. The goal is to construct a classifier that can correctly classify an input 

pattern x that is not necessarily from the training set. The decision hyperplane for linear SVM is defined in 

terms of a normal vector w (perpendicular to the hyperplane) and an intercept term b, as given below. 

0)(  bxwxf T

              
 

For a given training set, there may exist many hyperplanes that separate the two classes, the SVM classifier is 

based on the hyperplane that maximizes the separating margin between the two classes (Fig 3). Mathematically 

this hyperplane can be found by minimizing the following cost function [19].  

                
2

2

1
)( wwJ   subject to constraints mibxwy i

T

i ,,2,1,1)(                                       (3)  

In practice the training data may not be completely separable by a hyperplane. In such case, slack variables, 

denoted by
i  , can be introduced to relax the separability constraints in (3) as given below 

 

                                        
( ) 1 , 0, 1,2, ,T

i i i iy w x b i m      
                                                   (4) 

 
The cost function can be modified as

 

                                                          

2

1
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m
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i
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                                                                    (5)

 

 

where   is a user-defined, positive, regularization parameter 
In the more general case in which the data points are not linearly separable in the input space, a nonlinear 

transformation is used to map the data vector x into a high-dimensional space (called feature space) prior to 

applying the linear maximum – margin classifier. A nonlinear operator (.)  is used to map the input pattern 

into a higher dimensional space H. The nonlinear SVM classifier  so obtained can be defined as, 

                                                                        ( ) ( )Tf x w x b                                                                     (6)  

which is linear in terms of the transformed data ( )x , but nonlinear in terms of original data 
nRx .  The 

nonlinear mapping function (.)  never appears explicitly in the training process or in the determination of the 

decision hyper plane. Instead, it introduces implicitly through the Kernel Function K (. , .) 

                                                                ( , ) ( ) ( )TK x z x z 
                                                                       (7) 

 
Fig.3  Binary SVM Classifier. 

In terms of this kernel function, the SVM optimization problem can be formulated as: 
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where α
i are the Lagrangian multipliers associated with each nonlinearity constraint of the optimization 

problem. x
i with nonzero α

i will be the support vectors. The  kernel  function  in  an  SVM  plays  the  

central  role  of  implicitly mapping the input vector (through an inner product) into a high-dimensional feature 

space, in which better separability is achieved. When a kernel function is selected, it is necessary to verify that 

it is associated with the inner product of some nonlinear mapping. In this paper, we consider two kernel 

functions; polynomial kernels and Gaussian RBF kernels.  A dataset of 50 cases (25 Benign and 25 Malignant) 

was used for training the SVM and a dataset of 34 cases was used for testing. The results are discussed in next 

section. 

 

IV. Results and Discussion 
A total of 84 cases were analyzed in the study. Of these, 34 were benign and 50 were malignant. All 

malignant cases were from female patients. Of the 34 benign cases, 33 were from females and one from a male 

with gynecomastia. The age range of benign cases was from 14 to 68 years. The mean age of benign cases was 

31.32 years. The cytological diagnosis of these cases were either fibroadenoma or fibroadenosis.  

The age range of malignant cases was 31 to 90 years (Fig:4). The mean age of patients was 53.58 years. 

Cytological diagnosis of 49 cases was duct carcinoma and one case was lobular carcinoma which was confirmed 

by biopsy. Low to high grade carcinomas were included in the study. 

 

 
Fig:4  Age range of patients included in the study. 

 

The area of the cell nuclei was determined by counting the total number of pixels in the nuclei. The 

variation in the area was less in benign cases compared to malignant cases. The mean area of the nuclei of 

benign cells varied from 366.8293 to 707.1111 pixels while in malignant cases it varied from 840.8205 to 

2314.11 pixels. This was due to the marked variation in nuclear size in malignant cases. This is demonstrated in 

Fig.5. 

 
Fig:5 Histogram showing area of a typical (A) Benign and (B) Malignant case. 
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The comparison of mean nuclear area of 25 benign and malignant cases are shown in Fig. 6 

 
Fig: 6 The variation in mean nuclear area among 25 benign and 25 malignant cases. 

 
Fig. 7 shows the variation in standard deviation of  nuclear area among 25 benign and  malignant cases 

 
Fig: 7 The variation in SD of  nuclear area among 25 benign and  malignant cases. 

 

Fig:8 shows variation in the total optical density of a typical benign and malignant case. Only minimal variation 

was seen in benign cases while marked variation with multiple peaks were seen in malignant cases, which is due 

to marked variation in DNA content of malignant nuclei. 

 
Fig: 8 The Total Optical Density (TOD) of a typical (A)benign and (B)malignant case. 

 

 
Fig: 9 Variation in the mean TOD of 25 benign and  malignant cases. 
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Fig: 10 Variation in standard deviation of  TOD of nuclei of 25 benign and malignant cases. 

 

Similar results were obtained for other parameters like mean and standard deviations of Hue, Saturation 
and Perimeter.                                  

A dataset of 50 cases [25 Benign and 25 Malignant] was used for training the SVM. On an average 

more than 100 cells are analyzed in all the cases. In each of these nuclei, the mean and variance of the five 

features i.e., area, TOD, perimeter, hue and saturation were estimated. These ten parameters were given as input 

vector to SVM. Table 1 shows a sample data from 10 benign and malignant cases. During the training phase, 

tuning of Kernel parameters and slack penalty coefficient was required. SVM was trained and tested using 

Polynomial Kernel Functions of degree 3, 7 and 10, Gaussian Radial Basis Kernel with σ = 0.5,1 and 2.  

A dataset of 34 cases was used in the testing phase. The actual nature of these cases, whether benign or 

malignant, was totally unknown to the person who analyzed the data. A Performance evaluation with different 

parameters was done by analyzing the number of True Positive [TP], True Negative [TN], False Positive [FP] 

and False Negative [FN] results (Benign representing Positive class and Malignant representing Negative class), 

and then calculating the efficiency of SVM classifier as given below. 

    
testdataofnumberTotal

nsobservatioTrue
Efficiency   

                       

Observations are given in Table 2. From the Model selection results, it is seen that Gaussian RBF Kernel 

Function with   =1 or 10 and  =0.5, =1 and  =2 gives the highest efficiency with the test data cases 

used. With the appropriate selection of data samples for training, we could get an accuracy of 100% on the test 

data.  

 

 
 



Image Morphometry of Routine Slides for Cancer Diagnosis 

DOI: 10.9790/0853-14268594                                     www.iosrjournals.org                                             93 | Page 

 

Table :1 Sample date from 10 benign and malignant cases. 
Kernal     TP  TN  FP  FN  Efficiency (%)  

Polynomial Order=3 

0.1 8 24 0 2 94.18 

1 9 24 0 1 97.06 

10  9 24 0 1 97.06 

Polynomial Order=7 

0.1 9 24 0 1 97.06 

1 9 24 0 1 97.06 

10 9 24 0 1 97.06 

Polynomial Order=10 

0.1 9 17 7 1 76.47 

1 9 17 7 1 76.47 

10 9 17 7 1 76.47 

Gaussian RBF = 0.5 

0.1 10 24 0 0 100 

1 10 24 0 0 100 

10 10 24 0 0 100 

Gaussian  RBF  =  1 

0.1 10 24 0 0 100 

1 10 24 0 0 100 

10 10 24 0 0 100 

Gaussian RBF =  2 

0.1 10 24 0 0 100 

1 10 24 0 0 100 

10 10 24 0 0 100 

Table 2 Results of SVM Model selection and classification. 

 

V. Conclusion 
In this paper nuclear DNA ploidy analysis was done from nuclear images and computer based 

diagnosis of cancer was made. This was compared with pathological diagnosis made by Pathologist. Ten 

parameters of the cell nuclei, i.e. mean and standard deviations of nuclear area, total optical density, hue, 

saturation and perimeter of nuclei were analyzed. A SVM Classifier was successfully trained to distinguish the 

malignant cells from the benign ones. In the present study, we have used Haematoxylin as a nuclear stain, cases 

were selected from the routine slides used for reporting. Feulgen is the nuclear stain used in most of the studies 

on image morphometry. Here we have proved that image morphometric analysis  can be successfully applied on 

haematoxylin stained slides used for routine reporting, to enhance the diagnostic accuracy, even though unlike 
feulgen the binding of haematoxylin is not stoichiometric. 
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