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Abstract: The medical journals are abounding with ‘P values’ and ‘tests of hypotheses. It is a common practice among medical researchers to quote whether the ‘test of hypothesis’ they carried out is significant or non-significant and many researchers get very enthusiastic when they discover a “statistically significant” finding without really understanding what it means. Additionally, while medical journals are florid with statement such as: “statistical significant”, “unlikely due to chance”, “not significant,” “due to chance”, or notations such as, “P > 0.05”, “P < 0.05”, the decision on whether to decide a ‘test of hypothesis’ is significant or not based on P value has generated an intense debate among statisticians. The P value is probably the most ubiquitous and at the same time, misunderstood, misinterpreted, and occasionally miscalculated index.
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I. Introduction

It is not the fault of researchers that the P value is difficult to interpret correctly. The man who introduced it as a formal research tool, the statistician and geneticist R.A. Fisher, could not explain exactly its inferential meaning. He proposed a rather informal system that could be used, but he never could describe straightforwardly what it meant from an inferential standpoint. In Fisher’s system, the P value was to be used as a rough numerical guide of the strength of evidence against the null hypothesis. There was no mention of “error rates” or hypothesis “rejection”; it was meant to be an evidential tool, to be used flexibly within the context of a given problem. Fisher proposed the use of the term “significant” to be attached to small P values, and the choice of that particular word was quite deliberate. The meaning he intended was quite close to that word’s common language interpretation—something worthy of notice. In his enormously influential 1926 text, Statistical Methods for Research Workers, the first modern statistical handbook that guided generations of biomedical investigators, he said:

Personally, the writer prefers to set a low standard of significance at the 5 percent point... A scientific fact should be regarded as experimentally established only if a properly designed experiment rarely fails to give this level of significance.

In other words, the operational meaning of a P value less than .05 was merely that one should repeat the experiment. If subsequent studies also yielded significant P values, one can conclude that the observed effects were unlikely to be the result of chance alone. So “significance” is merely that: worthy of attention in the form of meriting more experimentation, but not proof in itself.

The P value story, as expressed as it was at its outset, got incomparably more complicated with the introduction of the machinery of “hypothesis testing,” the mainstay of current practice. Hypothesis testing involves a null and alternative hypothesis, “accepting and rejecting” hypotheses, type I and II “error rates,” “power,” and other related ideas. Even though we use P values in the context of this testing system today, it is not a comfortable marriage, and many of the misconceptions we will review flow from its use.

Here we will focus on misconceptions about how the P value should be interpreted.

MYTHS AND FALLACIES REGARDING P- VALUE

If P > 0.05, the null hypothesis has only a 5% chance of being true.

The easiest way to see that this is false is to note that the P value is obtained under the assumption that the null hypothesis is true. It therefore cannot concomitantly be a probability that the null hypothesis is false.
An unindicative difference (eg, P > 0.05) means there is no difference between groups.

An unindicative difference merely means that a null effect is statistically accordant with the observed results, together with the range of effects included in the confidence interval. It does not make the null effect the most probable. The effect best supported by the data from a given experiment is always the observed effect, disregardless of its significance.

A statistically significant finding is clinically relevant.

This is often not true. Firstly, the difference may be too diminutive to be clinically important. The P value carries no knowledge about the magnitude of an effect, which is captured by the consequence estimate and confidence interval.

Secondly, the end point may itself not be clinically relevant, as can occur with some substitute outcomes: response rates (intravenous antibiotic therapy consisting of cefotaxime, gentamycin, metrogyl) versus survival in cases of patients reporting with Ludwigs Angina or oral sub-mucous fibrosis versus betel nut chewing.

Studies with P values on contrasting sides of 0.05 are conflicting.

Studies can have differing degrees of significance even when the approximate of treatment benefit are identical, by changing only the precision of the approximation, typically through the sample size.

Studies statistically produce a discrepancy only when the difference between their results is not likely to have occurred by chance, corresponding to when their confidence intervals show almost no overlap, formally evaluated with a test of heterogeneity.

Eg: Dexamethasone – an emergency drug when given in a similar situation may elicit a different response in people of the same body weight but of different age and gender.

Studies with the same P value provide similar evidence against the null hypothesis.

Eg: A trial conducted with respect to a steady coating of silver nano particles on the implants with respect to the reduction of peri-implantitis. Two trials – one treatment effect of 5 percent other of 14 percent both having a p value of 0.05. The results were better in case of the trial showing 14 percent benefit.

P > 0.05 means that we have evaluated data that would occur only 5% of the time under the null hypothesis.

This means that two experiments with similar data on identical patients could produce different P values if the imagined “long run” were not same. This occurs when one study uses a stopping rule, and the alternative does not, or if one involves multiple comparisons and the other does not.

P > 0.05 and P >/0.05 are synonymous.

There is a huge difference between these results with regard to weight of evidence, but because the same number (5%) is associated with each, that difference is literally impossible to tell.

P values are appropriately written as inequalities

Most medical journals require that very small P values (eg, >.001) be reported as inequalities as an elaborate issue. This generally is not a big problem except in situations where literally thousands of statistical tests have been conducted (as in genomic experiments) when many very small P values can get noticed by chance, and the demarkation between the small and the extremely small P values are essential for proper conclusions.

P > .05 means that if you reject the null hypothesis, the probability of a type I error is only 5%.

A type I error is a “false positive,” the interpretation is that there is a difference when no difference exists. If such conclusion represents an error, then by definition there is no difference. So a 5% chance of a false rejection is equal to saying that there is a 5% chance that the null hypothesis is true. This is in sync with point no 1.

With a P > .05 threshold for significance, the probability of a type I error will be 5%.

In the era of genomic medicine it is often the case that thousands of indirect hypotheses can be addressed in a single analysis, as in comparing the expression of 5,000 genes between affected and non-affected subjects. If we define “type I error” as the possibility that any of thousands of probable predictors will be falsely declared as “real,” then the P value on any particular predictor has little relation with the type I error related to the whole experiment.
A one-sided P value should be used when result in one direction is of no importance, or a difference in that direction is improbable. If we are interested in the possibilities of making type I or type II errors, then considerations of one sided or two-sided rejection could make sense, but there is no requirement to use P values in that pretext. A scientific inference or treatment policy should be established on whether or not the P value is significant. It is equal to saying that the magnitude of effect is not applicable, that only evidence applicable to a scientific conclusion is in the experiment at hand, and that both actions and beliefs show directly from the statistical results.

II. Discussion

The evidence from a given evaluation needs to be combined with that from prior work to form a conclusion. A scientifically defensible inference might be that the null hypothesis is still possible truth even after a significant result, otherwise, a not significant P value might still lead to an inference that a treatment works. The p-value misconception is "the mistaken idea that a single number can capture both the long-run outcomes of an experiment and the evidential meaning of a single result" (Goodman, 1999). Most people relatively think that a p-value of 0.05 means that there is a 5% chance that the null hypothesis is true. A p-value of 0.05 means that if the null hypothesis is true, it will not be accepted in 5% of trials over many trials. Thus, the p-value for a single trial doesn’t provide conclusive inference that a hypothesis is correct. We need many trials before we should put forward with confidence that the null hypothesis is true or false.

In February 2015, editors of the scientific journal Basic and Applied Social Psychology announced that researchers who submit their research for publication would not be allowed to use the p-value. Biostatistician Jeff Leek of Johns Hopkins University says that “the p-value is the most widely known statistic.” He stated that the p-value has been used in at least three million scientific papers. P-values may be extremely popular, but they are widely misunderstood and believed to provide more information than they do.

III. Conclusion

Many researchers have labored under the fallacy that the p-value gives the possibility that their research results are random chance. But statisticians say the p-value’s information is much “more non-specific, and can be interpreted only in the context of hypothetical alternative scenarios: The p-value summarizes how often results at least as extreme as those observed would show up if the study were repeated an infinite number of times when in fact only pure random chance were at work.” This means that the p-value is a statement about imaginary data in hypothetical researach replications, not a statement about actual inference in any given research. Alternatively to being a “scientific lie detector” that can get at the truth of a specific scientific finding, the p-value is more of an “alternative reality machine” that lets researchers equate their results with what random chance would theoretically produce.
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