Medical Image Enhancement Based On Wavelet Transform
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Abstract: Medical Images are often degraded by electronic equipments, power fluctuations and surrounding environment conditions. Medical images are widespread use in the detection of numerous diseases but noise and blurs present in medical images create obstacles in diagnose diseases. In this paper, Blind Image De-convolution (BID) procedure is implemented to restore mammographic images from Gaussian blur and then enhancement process is done using real dual tree wavelet transform. The result of these methods is also compared with the hybrid combination of BID, conventional wavelet Transform and median filter approach to remove Gaussian noise, Salt & Pepper and Speckle Noise with Gaussian blur. Mini-MIAS database is considered to evaluate the performance of these techniques.
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I. Introduction

Medical Imaging is concerned with the development of the imaging devices that help to identify different aspects of the tissue and organs based on various properties and reveal new properties of the tissue and internal structure. Medical image processing is a field of science that is gaining wide acceptance in healthcare industry due to its technological advances and software breakthroughs. It plays a vital role in disease diagnosis and in improved patient care. It also helps medical practitioners during decision making with regard to the type of treatment. Medical images include images like mammographic images, X-ray images, ultrasound images and many more [9]. Unfortunately, in spite of highly technical machines, medical images are not acquired properly; they are somewhat unclear or blurred. Blind Image De-convolution is a technique of image restoration which is applied in various fields. BID has been successively used to restore the images related to medical science. To

II. Medical Imaging

Medical imaging is a technique to enhance raw images received from cameras/sensors placed on satellites, space probes and aircrafts or pictures taken in normal day-to-day life for various applications. Image de-noising is a technique which removes out noise which is added in the original image. Noise reduction is an important part of image processing systems. An image is always affected by noise. In recent years, the demand for resolution enhancement of pictorial data in medical images has been increased in order to assist clinicians to make accurate diagnosis. The medical image plays an important role in the clinical diagnosis and therapy of doctor and teaching and researching. Medical imaging always appears low image quality caused by fairly low spatial resolution and the presence of noise [1]-[4]. Image Restoration plays an important role in medical image processing. The main objective of Image Restoration is to recover the original image from a degraded image which is blurred by a degradation function, commonly by a Point Spread Function (PSF). Image restoration is a process of increasing the quality of the degraded image. Image restoration techniques are divided in to two broad categories: Image De-convolution and Blind Image De-convolution. Image De-convolution is a linear image restoration problem where the parameters of the true image are estimated using the observed or degraded image and a known Point Spread Function (PSF) [5]. BID is a different approach to image restoration as it is performed with no prior knowledge of the degrading function as well as noise [6].

Medical image enhancement techniques are important methods to increase qualities of image processing results. They often used to improve the useful information in an image for diagnosis purposes because medical image qualities are often deteriorated by noise and other data acquisition devices, illumination conditions, etc. The aims of medical image enhancement are mainly to increase low contrast and reduce the high level noises. Medical image enhancement algorithms have been studied mainly on grayscale transform and frequency domain transform. The image enhancement algorithms based on the wavelet transform are typical method in the frequency domain approaches. Wavelet transform is the improved version of Fourier transform. While Fourier transform is a powerful tool for analyzing the components of a stationary signal, it fails for analyzing the non-stationary signal whereas wavelet transform allows the components of a non-stationary signal to be analyzed. Wavelet transforms have shown promising results for localization in both time and frequency, and hence have been used for image processing applications including noise removal [7-8].
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detect various kinds of diseases, medical science uses medical images. The restoration of ultrasound imaging has been intensively considered after Jensen introduced a convolution model from the standard wave equation using the first-order born approximation [10]. The ultrasound pulse is the single system input and tissue reflectivity functions are the channel impulse responses [11]. Masahiro Kido developed an image restoration method which removed a blur by estimating PSF on chest X-ray photography using Iterative Blind Deconvolution [12].

A. Mammographic Images

Mammographic images are obtained in the process of mammography. Mammography is the process of using low energy X-rays to examine the human breast and is used as a diagnostic and a screening tool. The goal of mammography is the early detection of breast cancer, typically through detection of characteristic masses and micro calcifications. Fig 1. Shows mammographic image.

![Mammographic Image](image1.jpg)

Fig 1: Mammographic image

Mammographic images have low image duality caused by fairly low spatial resolution and the presence of noise. Hence restoration of mammographic images is very challenging. Mencattini presented an algorithm for mammographic images enhancement and de-noising based on the wavelet transform in the year 2006[13]. A number of comparison works have also been done in this field using different types of filters depending upon different types of noises present in the mammographic images[14].

III. Blind Image Deconvolution

Blind image de-convolution is a technique of image restoration which restores the degraded image that is blurred by an unknown PSF. It is a de-convolution technique that permits recovery of the target image from a single or set of blurred images in the presence of a poorly determined or unknown PSF.

In this technique firstly, we have to make an estimate of the blurring operator i.e. PSF and then using that estimate we have to deblur the image. This method can be performed iteratively as well as non-iteratively. In iterative approach, each iteration improves the estimation of the PSF and by using that estimated PSF we can improve the resultant image repeatedly by bringing it closer to the original image. In non-iterative approach one application of the algorithm based on exterior information extracts the PSF and this extracted PSF is used to restore the original image from the degraded one. The Fig 2 shows the image restoration using blind de-convolution.

![Image Restoration Using Blind De-convolution](image2.jpg)

Fig 2: Image restoration using blind de-convolution
IV. Wavelets

Wavelet is nothing but a small wave of varying frequency and limited duration. Wavelet can also be said as an oscillation that decays speedily. Wavelets are the foundation for representing images in various degrees of resolution. This is used for image data compression and for pyramidal representation, in which images are subdivided successfully in to smaller regions. The imaging applications from a wavelet point of view include image matching, segmentation, de-noising, restoration, enhancement, compression, and other medical image technologies, etc. The term “wavelet” was introduced by Morlet [15]. Later, Mallat [16] proposed the fast wavelet transform. Wavelet denotes a function defined on \( \mathbb{R} \), which, when subjected to the fundamental operations of shifts (i.e., translation by integers) and dyadic dilation, yields an orthogonal basis of \( L^2(\mathbb{R}) \). That is, the wavelet series expansion of function \( f(x) \) relative to scaling function \( \phi(x) \) and wavelet function \( \psi(x) \) are defined by Eq. (1).

\[
f(x) = \sum_{k} c_{j_0}(k)\phi_{j_0,k}(x) + \sum_{j=j_0}^{\infty} \sum_{k} d_{j,k}(x)\psi_{j,k}(x)
\]  

(1)

Where, \( j_0 \) is an arbitrary starting scale. Also \( c_{j_0}(k) \) is called the scaling coefficients and \( d_{j,k}(k) \) is referred to as the detail or wavelet coefficients. The expansion of coefficients is calculated as in Eq. (2) and Eq. (3).

\[
c_{j_0}(k) = \left\langle f(x), \phi_{j_0,k}(x) \right\rangle = \int f(x)\phi_{j_0,k}(x)dx
\]  

(2)

and

\[
d_{j,k}(k) = \left\langle f(x), \psi_{j,k}(x) \right\rangle = \int f(x)\psi_{j,k}(x)dx
\]  

(3)

The Wavelet Series is just a sampled version of Continuous Wavelet Transform (CWT) and its computation may consume significant amount of time and resources, depending on the resolution required. If the function being expanded is a sequence of numbers, like samples of a continuous function \( f(x) \), the resulting coefficients are called the Discrete Wavelet Transform (DWT) of \( f(x) \). In this case, the series expansion of wavelet transform in one dimension is of two sequences are expressed in Eq. (4) and Eq. (5) respectively.

\[
W_{\phi}(j,k) = \frac{1}{\sqrt{M}} \sum_{x} f(x)\phi_{j,k}(x)
\]  

(4)

\[
W_{\psi}(j,k) = \frac{1}{\sqrt{M}} \sum_{x} f(x)\psi_{j,k}(x)
\]  

(5)

For \( j \geq j_0 \) and the total wavelet sequence can be written as equation (6),

\[
f(x) = \frac{1}{\sqrt{M}} \sum_{k} W_{\phi}(j,k)\phi_{j_0,k}(x) + \frac{1}{\sqrt{M}} \sum_{j=j_0}^{\infty} \sum_{k} W_{\psi}(j,k)\psi_{j,k}(x)
\]  

(6)

Here, \( f(x) , \phi_{j_0,k}(x) , \psi_{j,k}(x) \) are functions of the discrete variable \( x=0,1,2,\ldots,M-1 \).

An obvious way to extend Discrete Wavelet Transform (DWT) to the 2-D case is to use separable wavelets obtained from 1-D wavelets. One-level 2-D DWT of an \( N \times N \) image can be implemented using 1-D DWT along the rows, leading to two sub-images of size \( N/2 \times N \), followed by 1-D DWT along the columns of these two images, resulting in four sub-images of size \( N/2 \times N/2 \). Fig 3. Shows this process. The first sub-image obtained by low-pass filtering and sub sampling along rows and columns gives the low-pass approximation (LL), and the second one obtained by low-pass filtering and sub sampling along rows and high-pass filtering and sub sampling along columns gives the first added details corresponding to the vertical edge details (LH), and the third and fourth ones similarly give the horizontal (HL) and diagonal edge details (HH). Reconstruction from these sub-images can be done similar to the 1-D case. The process can be iterated on the low-pass approximation several times as in the 1-D case to obtain finer frequency resolution and perform multi-level 2-D DWT.
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A. Dual Tree Discrete Wavelet Transform

The dual-tree complex DWT of an image $x$ is implemented using two critically-sampled DWTs in parallel on the same data as shown in the Fig 4.

This transform is 2-times expansive because for an $N$-point signal it gives $2N$ DWT coefficients. If the filters in the upper and lower DWTs are the same, then no advantage is gained. However, if the filters are designed in a specific way, then the sub band signals of the upper DWT can be interpreted as the real part of a complex wavelet transform, and sub band signals of the lower DWT can be interpreted as the imaginary part. The dual-tree complex DWT can be used to implement wavelet transforms where each wavelet is oriented, which is especially useful for image processing. For the separable DWT, recall that one of the three wavelets does not have a dominant orientation. There are two types of the 2-D dual-tree wavelet transform: the real dual-tree DWT and complex 2-D dual tree DWT.

B. Real Dual-Tree Discrete Wavelet Transform (RDTWT)

The real dual-tree DWT of an image $X$ is implemented using two critically-sampled separable DWTs in parallel. Then for each pair of sub bands we take the sum and difference.

Fig 3: Discrete Wavelet Transform. (a) Decomposition (b) Reconstruction.

Fig 4: 2-D Dual Tree Discrete Wavelet Transform
V. Proposed Method

The block diagram representation of proposed method is shown in Fig 5.

![Block diagram of Proposed Method](image)

In order to reduce noise or to de-noise the image, the following steps are involved. They are:

1. Step 1: Read the original mammographic image.
2. Step 2: Add Gaussian noise with mean zero and variance 0.01, Salt & pepper noise with density 10%, Speckle noise with variance 0.01.
3. Step 3: Add Gaussian blur to the noisy image.
4. Step 4: The degraded image is restored using the Blind Image De-convolution (BID).
5. Step 5: The conventional Wavelet transform and Median filter is applied for the restored image.
6. Step 6: The Real Dual Tree Wavelet transform (RDTWT) and Median filter is applied for step 4.
7. Step 7: By changing the step 2 with same mean and variance 0.02, Salt & pepper noise with density 20%, Speckle noise with variance 0.02. Repeat the step 3, 4, 5 and 6.
8. Step 8: Repeat the step 7 with mean zero and variance 0.03, Salt & pepper noise with density 30%, Speckle noise with variance 0.03.

Performance of the proposed work is evaluated using three performance parameters namely Peak Signal to Noise Ratio (PSNR) which is used to measure noise reduction, Mean Squared Error (MSE) and Mean Absolute Error (MAE). The Mean Squared Error (MSE) of two monochromes images is given Eq. (5).

\[
\text{MSE} = \frac{1}{M \cdot N} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} (X(i,j) - R(i,j))^2
\]  

(5)

The Mean Absolute Error (MAE) is defined Eq. (6).

\[
\text{MAE} = \frac{1}{M \cdot N} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} |X(i,j) - R(i,j)|
\]  

(6)

The Peak Signal to Noise Ratio (PSNR) is defined Eq. (7).

\[
\text{PSNR} = 10 \log_{10} \left( \frac{255^2}{\text{MSE}} \right)
\]  

(7)

Where,

- X - Original Image, R - de-noised Image, M x N - Size of Image, I, j - coordinates of image.

VI. Results

With the help of various performance parameters the performance of the BID technique is evaluated. Fig 6. Shows the original image.

![Original Image](image)
Fig 7: (a) Gaussian noise image with mean zero and variance 0.01 (b) Salt & pepper noise image with density 10% (c) Speckle noise image with variance 0.04 (d) Gaussian noise with blur (e) Salt & pepper noise with blur (f) Speckle noise with blur (g) Restored image of fig (a). (h) Restored image of fig (b). (i) Restored image of fig (c). (j) Wavelet transforms and Median filter is applied to fig (g). (k) Wavelet transforms and Median filter is applied to fig (h). (l) Wavelet transform and Median filter is applied to fig (i). (m) RDTWT and Median filter is applied to fig (g). (n) RDTWT and Median filter is applied to fig (h). (o) RDTWT and Median filter is applied to fig (i).
Fig 8: (a) Gaussian noise image with mean zero and variance 0.02 (b) Salt & pepper noise image with density 20% (c) Speckle noise image with variance 0.05 (d) Gaussian noise with blur (e) Salt & pepper noise with blur (f) Speckle noise with blur (g) Restored image of fig (a). (h) Restored image of fig (b). (i) Restored image of fig (c). (j) Wavelet transform and Median filter is applied to fig (g). (k) Wavelet transforms and Median filter is applied to fig (h). (l) Wavelet transform and Median filter is applied to fig (i). (m) RDTWT and Median filter is applied to fig (g). (n) RDTWT and Median filter is applied to fig (h). (o) RDTWT and Median filter is applied to fig (i).

Fig 9: (a) Gaussian noise image with mean zero and variance 0.03 (b) Salt & pepper noise image with density 30% (c) Speckle noise image with variance 0.06 (d) Gaussian noise with blur (e) Salt & pepper noise with blur (f) Speckle noise with blur (g) Restored image of fig (a). (h) Restored image of fig (b). (i) Restored image of fig
(c). (j) Wavelet transform and Median filter is applied to fig (g). (k) Wavelet transform and Median filter is applied to fig (h). (l) Wavelet transform and Median filter is applied to fig (i). (m) RDTWT and Median filter is applied to fig (j). (n) RDTWT and Median filter is applied to fig (i).

Table 1: Comparison of PSNR, MAE values of the restored and de-noised image corrupted with Gaussian blur, Gaussian noise having zero mean 0.01 variance, 10% of salt & pepper noise and speckle noise with variance 0.04.

<table>
<thead>
<tr>
<th>Methods</th>
<th>PSNR</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gaussian noise</td>
<td>Salt&amp;Pepper Noise</td>
</tr>
<tr>
<td>BID</td>
<td>36.4622</td>
<td>34.8249</td>
</tr>
<tr>
<td>BID+Wavelet+Median</td>
<td>40.3541</td>
<td>35.5760</td>
</tr>
<tr>
<td>BID+RDTWT+Median</td>
<td>40.3767</td>
<td>35.3668</td>
</tr>
</tbody>
</table>

Table 2: Comparison of PSNR, MAE values of the restored and de-noised image corrupted with Gaussian blur, Gaussian noise having zero mean 0.02 variance, 20% of salt & pepper noise and speckle noise with variance 0.05.

<table>
<thead>
<tr>
<th>Methods</th>
<th>PSNR</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gaussian noise</td>
<td>Salt&amp;Pepper Noise</td>
</tr>
<tr>
<td>BID</td>
<td>34.8286</td>
<td>32.8286</td>
</tr>
<tr>
<td>BID+Wavelet+Median</td>
<td>37.7542</td>
<td>31.4353</td>
</tr>
<tr>
<td>BID+RDTWT+Median</td>
<td>37.7766</td>
<td>31.6715</td>
</tr>
</tbody>
</table>

Table 3: Comparison of PSNR, MAE values of the restored and de-noised image corrupted with Gaussian blur, Gaussian noise having zero mean 0.03 variance, 30% of salt & pepper noise and speckle noise with variance 0.06.

<table>
<thead>
<tr>
<th>Methods</th>
<th>PSNR</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gaussian noise</td>
<td>Salt&amp;Pepper Noise</td>
</tr>
<tr>
<td>BID</td>
<td>34.0804</td>
<td>32.1624</td>
</tr>
<tr>
<td>BID+Wavelet+Median</td>
<td>36.2743</td>
<td>32.0288</td>
</tr>
<tr>
<td>BID+RDTWT+Median</td>
<td>36.2847</td>
<td>32.0428</td>
</tr>
</tbody>
</table>

VII. Conclusion And Future Scope

The proposed approach is used to restore and enhance mammographic images consists of Gaussian noise, Salt and Pepper noise, speckle noise and Gaussian blur. The hybrid combination of BID, Real dual tree wavelet transform and median filtering approach gives better result than simple BID and conventional wavelet transform approaches in case of Gaussian noise and speckle noise, in other case the Salt & pepper noise doesn’t give good result as compared to other two noises. The resultant approach gives 4% increase in PSNR and the visible quality of the mammographic image is also good for medical diagnose purpose.
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