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Abstract: Maximizing the life time of wireless sensor networks through various techniques has been the focus 

of the number of researchers for almost a decade. The techniques so far used have focused on various power 

aware algorithms and encryption techniques used for the communication between the nodes. Numerous studies 

earlier have resulted in various mathematical models for deriving bounds on the operating lifetimes of the 

sensor nodes. However most of the earlier work did not consider the role of the battery dynamics in determining 

the life time of the sensor nodes. And in most of the cases from the published results from actual deployment 

indicate that in practice , sensor node lifetimes are far lower than expected due to premature drain of batteries. 

This reveals an important fact that even the battery itself has an important role to play in determining the life 

time of the sensor node. It is important to discharge the battery in a systamatic way that maximizes the amount 

of charge extracted from it. In this paper a survey of all the models presented by the researchers is presented 

and concludes with suggesting a possible method by which the life time of the sensor node can be further 

extended. 
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I. Introduction 
In remote or hostile sensor fields, randomly scattering sensor nodes might be the only way to deploy 

sensor networks. If only one sensor is air-dropped at the proximity of a target, it is possible that this target is not 

within the sensing range of this sensor due to the randomness around each target. In such a randomly deployed 

sensor network, a target may be covered by more than one sensor, and a sensor may also cover more than one 

target. WSNs are formed by a large number of energy-constrained and inexpensive nodes. Energy is a primary 

concern, because nodes usually run on non-rechargeable batteries. Thus, the improvement of network lifetime is 

a fundamental research issue. All sensor nodes are assumed to be equipped with only limited energy supply and 

hence the network operational time is not unlimited. Batteries do not supply current linearly, which affects 

sensitivity and transmission power. It is not wise to switch on all sensors as this consumes the sensor energy fast 
and results in a short-lived network. 

 

II. Different techniques used to maximize the life time of the sensors networks 

Recent research showed that significant energy savings can be achieved by scheduling node duty cycles 

in high density sensor networks. Specifically, some nodes are scheduled to sleep while the remaining ones 

provide continuous monitoring. The main issue here is how to minimize the number of active nodes in order to 

maximize the network lifetime. In this direction research is on where Sensors can be partitioned different 

covers- a subset of sensors that can satisfy the coverage requirement and activate these covers in a round-robin 

fashion. The network operating time for target coverage is then the total time span of these sensor covers 
runtime.   

          Wireless Sensor Node consists of three basic functional units: communication unit, computation unit and 

sensing unit. Of the three units, communication unit consumes major part of the energy budget. Recent research 

work is also focusing on reducing the energy consumption on communication and computation unit. 

Consider a simple case of target coverage. As shown in Fig. 1, there are six sensors and four targets in 

a randomly deployed network. Considering a disk coverage model, the targets z2 and z4 are each covered by 

two sensors; and the targets z1 and z3 are each covered by three sensors. Coverage mapping is used to refer the 

coverage relations among all sensors and all targets that can be represented by a sensor-target bipartite graph. 

The vertices are the sensors and targets, and an edge exists between a sensor and a target if the sensor covers the 

target. Fig. 2 shows the plots of the sensor-target bipartite graph of the sensor network. 
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                     Fig. 1 A randomly deployed sensor network for covering the targets 

 
                                              Fig. 2 sensor-target bipartite graph 

 

In the context of target coverage, it is a common prerequisite that all targets can be covered if all 

sensors are activated for sensing. However, activating all the sensors at the same time is not energy efficient. If 

every sensor can only operate for one time unit in a continuously active state, then activating all sensors all the 

time results in a total network lifetime of also one time unit. Instead, sensors can be alternatively activated. For 

example, in the network shown in Fig.1, activate C1 = {s1, s3, s6} for one time unit and C2 = {s2, s4, s5} for 

another time unit. Since all targets are still covered by either C1 or C2, the coverage requirements are not 
sacrificed. Furthermore, the target coverage lifetime can be extended to two time units. Obviously, other choices 

of partitioning the sensors into different subsets is also possible, such as C3 = {s1, s2, s5} and C4 = {s3, s6}. 

The objective of the target coverage problem is to find the optimal subsets and their active intervals such that the 

coverage requirements can be satisfied and the total target coverage lifetime can be maximized. 

                  An irreducible set cover containing a dead sensor cannot satisfy the coverage requirement and is no 

longer used for target coverage. The target coverage lifetime is defined as the duration from the time that the 

network starts operation till the time that the coverage requirement cannot be satisfied even if all sensors are 

activated. Since all sensor nodes have only limited initial energy, the network lifetime for target coverage hence 

is also limited. The objective of the coverage lifetime maximization problem is to find an optimal schedule (Ck  , 

tk), k = 1, 2, . . . , consisting of the set covers Ck and their corresponding active intervals tk , such that the 

coverage requirement can be satisfied by each set cover during its operating interval, and the coverage lifetime 
can be maximized. 

 Where Ck is the kth set cover (indexed by subscript k, k = 1. . . K)  and tk is the active time interval for set cover  

Ck. 

 

Ψ(Z, Ck) as an indicator function to denote whether the network-wide target coverage requirement can be 

satisfied by a set cover Ck . That is, if coverage requirement is satisfied, then Ψ(Z, Ck) = 1, and otherwise, Ψ(Z, 

Ck) = 0. 

                                      Where Z = = {z1, . . . , zM} the set of all targets, |Z| =M. 

 The coverage lifetime maximization problem can be formulated as the following optimization problem. The 

lifetime T is defined as the sum of all the active intervals. The number of set covers is denoted by K. Since all 

nodes have limited energy, both tk and K are finite but unknown. Two basic constraints are the energy constraint 

and the coverage requirement. 
Network lifetime can be extended by alternatively activating sensors. This corresponds to construct a series of 

sensor covers, Ck , and allocate each operating time interval tk, tk > 0, k = 1, 2, . . . . All the sensors in Ck are 

activated for covering targets in the allocated interval tk , and the sensors not in Ck deactivate their sensing unit 
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to save their energy. Let ek(si, Ck) ≥ 0 denote the energy consumption of a sensor si when only the set cover Ck 

is selected to be active for tk time units. ek(si,Ck) = 0 indicates that si consumes no energy, which implies that si 

∉ Ck . ek(si,Ck) does depend on the role of the sensor in the interval tk and the detailed energy consumption 

model in different application scenarios. Furthermore, every sensor in Ck cannot consume the energy more than 

its residual energy in a time interval tk , which implicitly restricts the length of an active interval. Each sensor is 

assumed to have limited initial energy supply Ei, i = 1, 2, . . . , N. A sensor is dead if its residual energy becomes 
zero. An irreducible set cover containing a dead sensor cannot satisfy the coverage requirement and is no longer 

used for target coverage. 
 

2.1 Coverage Lifetime Maximization Model 
                              
                           K    

  Maximize: T ≡∑tk                                k=1 

                                                     

  Subject to: ∑ ek(si ,Ck) ≤ Ei  for all si   (energy constraint) 
 

Ψ(Z, Ck) = 1 for all Ck                     (coverage constraint)  

  . . .                                                (Other constraints) 

 

   Subscript i and j are used to index sensors and targets, respectively. 
 
 

2.2 Disjoint Set Cover Model 

In disjoint set cover (DSC) Model the available sensors are partitioned into disjoint subsets to be 

activated consecutively. Two sets are called disjoint if their intersection is an empty set, that is, Ck ∩ Ck
 for ∅ = ׀

k≠ k׀. All sensors are assumed to have the same amount of initial energy and have the same energy consumption 

rate in the active state. If a set cover is scheduled to be continuously active, then all sensors in the set cover will 

die at the same time. Each disjoint set cover is activated till its death, and all the disjoint set covers are activated 

one by one. With such an arrangement, the target coverage lifetime equals to the number of these set covers 

times the runtime of a single set cover. The objective of the lifetime maximization problem then can be 
converted to the problem of finding the maximal number of disjoint set covers that satisfy the coverage 

requirements.  

 

2.3 Maximal Disjoint Set Cover for Complete Target Coverage 
A straightforward coverage requirement is the complete target coverage. All targets should be covered 

all the time. The complete coverage requirement indicates that Ψ(Z, Ck) = 1 if {Ck} = Z and Ψ(Z, Ck)= 0 

otherwise. The objective is to find the maximal number of disjoint set covers, each covering all targets. The 

maximal disjoint set cover model is defined as follows: 

Given a collection „C‟ of subsets of a finite set „Z‟, find the maximum number of disjoint set covers, 
Ck,  k = 1, 2, . . . , K, such that each set cover can cover all targets, {Ck} = Z for all Ck , and for any two covers 

Ck and Ck
Ck ∩ Ck , ׀

 .Where {Ck} indicates the set of targets covered by the set cover Ck .∅= ׀

The decision version of the MDSC mathematical model is as follows: Given a collection C of subsets of a finite 

set Z and a positive integer K, can we find K disjoint set covers, each covering all targets. As a variant of the 

coverage lifetime maximization problem, the optimization version of the MDSC model can also be formulated 

as the following maximization mathematical model: 

Maximize: T ≡ K                   

                  K 

Subject to:  δ(si,Ck) ≤ 1 for all si  (energy constraint)    
                   k=1     

{Ck} = Z for all Ck (coverage constraint 

Ck ∩ Ck
 (disjoint constraint) ׀for all  k = k ∅= _ ׀

δ (si, Ck) ∈ {0, 1} for all si,Ck (inclusion constraint) 

The network lifetime is defined by the number of disjoint set covers. This is because each set cover is active for 

one time unit. The energy constraint states that a sensor can be in at most one of the set covers. The coverage 

constraint requires complete target coverage. The inclusion indicator function δ(si,Ck) indicates whether the 

sensor si is included in the set cover Ck , that is, δ(si,Ck) = 1 if si ∈ Ck and δ(si,Ck) = 0 otherwise. An intuitive 

upper bound of K is determined by the minimal number of sensors covering a target, that is, K ≤ minzj∈Z(|S(zj 

)|). This is because each sensor can only be in one of the set cover (disjoint constraint), and all targets should be 
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covered by each set cover (coverage constraint). Recall that we use S(zj ) to denote the set of the sensors 

covering the target zj. 

 

2.4 Disjoint Set K-Cover for Minimum Coverage Breach 
Covering all the targets all the time is a strict coverage requirement. Sometimes, this can be relaxed by allowing 

some coverage breach. If a target is not covered by any active sensor, then it is said to be breached. In other words, the 
coverage requirement becomes a partial target coverage requirement, and a set cover is allowed to cover only a fraction of 
targets. Instead of running till its death, a set cover can only be activated for short time duration, and all set covers are 
alternatively activated. With such rotative activations of set covers, a target that is not covered in this round may be covered 
in the next round. 

 

2.5 Non-disjoint Set Cover 
In this a non-disjoint set cover is considered where the constructed set covers need not be disjoint. 

Again, all sensor nodes with the same amount of initial energy and with the same energy consumption rate in 

the active state are considered. The lifetime of a single sensor is assumed as one time unit if it is activated all the 

time. In the context of disjoint set cover problem, each sensor can only be included into one set cover, and all 

sensors have the same length of the active interval. Therefore, the network lifetime depends on the number of 

constructed disjoint sensor set covers. However, if the disjoint constraint is relaxed such that a sensor can be 

included in more than one set cover and each set cover can be activated for less than one time unit, then the 
network lifetime may be extended. 

 

2.6 Maximum Set Cover (MSC) for Complete Target Coverage 
The complete target coverage requires that all targets should be covered all the time. This indicates that 

{Ck} = Z for all set cover Ck. ek(si,Ck)is used, where ek(si,Ck) ≥ 0, to denote the energy consumption of sensor si 

when the set cover Ck operates for tk time units. Note that ek(si,Ck) = 0 implies si∉ Ck . The energy constraint 

indicates that ∑ k=1;k =K ek(si,Ck) ≤ Ei , where Ei is the initial energy of sensor si . The objective is to find a 

schedule (Ck, tk), k = 1, 2, . . . , of a series of set covers Ck and their active intervals tk such that the sum of all 
active intervals ∑k tk is maximized. 

 
Fig.3  A sensor network consisting of four sensors {s1, s2, s3, s4} and three targets  {z1, z2, z3} and the 

corresponding sensor-target bipartite graph 

The optimization version of this MSC problem can be formulated as follows: 

                        K   

Maximize: T ≡∑tk 

                        k =1 

Subject to: 

                     K   

                    ∑ δ(si, Ck)tk  ≤ 1 for all si (energy constraint) 

                    k=1    

                  {Ck} = Z for all Ck (coverage constraint) 

                δ(si,Ck) ∈ {0, 1} for all si,Ck (inclusion constraint) 

The energy constraint states that each sensor cannot be activated for more than one time unit. The 

coverage constraint requires that each target should be covered by at least one sensor in a set cover. The 

inclusion indicator function δ(si,Ck) indicates whether the sensor si is included in the set cover Ck . That is,       

δ(si,Ck) = 1 if si ∈ Ck and δ(si,Ck) = 0 otherwise.      
 

2.7 Set K-Cover for Minimum Coverage Breach 
Similar to the Disjoint Set KCover problem, the Set K-Cover problem is to construct K set covers, yet 

without the constraint that these K set covers should be disjoint. Suppose that each sensor has a lifetime of one 

time unit and consumes the same amount of energy in the active state. In the Disjoint Set K-Cover problem, 
each sensor can only be included in one set cover, and each set cover is active for one time unit. Hence, in the 

Disjoint Set K-Cover problem, the network lifetime equals to K. In the non-disjoint Set K Cover problem, a 
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sensor can be included in more than one set cover, and the active intervals can be different for different set 

covers. In the non-disjoint Set K-Cover problem, the network lifetime is the sum of these active intervals. 

In both the Disjoint Set K-Cover problem and the non-disjoint Set K-Cover problem, a target is 

allowed to be not covered by any active sensor. Recall that a target is called breached if it is not covered by any 

active sensor. The objectives of the Set K-Cover are to minimize the coverage breach while maximizing the 

network lifetime. However, they are two conflicting objectives in most cases. These two objectives need to be 

balanced. For example, a threshold may be set as the acceptable minimum network lifetime and then minimize 
the coverage breach. On the other hand, a threshold may be set as the acceptable maximum allowable coverage 

breach and then maximize the network lifetime. 

The solution to the Set K-Cover problem is a schedule (Ck, tk), k = 1, 2, . . . , K, and the network 

lifetime is given by T ≡∑k=1 tk. Again, we use {Ck} to denote the set of targets covered by the set cover Ck. The 

total coverage breach is defined as ∑K
k=1 tk × (|Z| − |{Ck}|), and the average coverage breach rate is defined as 

∑K
k=1 tk × (|Z| − |{Ck}|)/ ∑K

k=1tk .  

 

III. Proposed ideas to further enhance the life time of WSNs 
No work has been done to mathematically construct an energy model that takes all the energy 

consumptions into account. Since the sensor nodes are often inaccessible, the lifetime of a sensor network 

depends on the lifetime of the power resources of the nodes. Power is also a scarce resource due to the size 

limitations. For instance, the total stored energy in a smart dust mote is on the order of 1 J.    For wireless 

integrated network sensors (WINS), the total average system supply currents is less than 30 µA to provide long 

operating life. WINS nodes are powered from typical lithium (Li) coin cells of size 2.5 cm in diameter and 1 cm 

in thickness. The transceiver unit of sensor nodes in general is a radio frequency (RF) device. RF 

communications require modulation, band pass, filtering, demodulation and multiplexing circuitry, which make 

them more complex and expensive. Also, the path loss of the transmitted signal between two sensor nodes may 

be as high as the fourth order exponent of the distance between them, because the antennas of the sensor nodes 

are close to the ground. 

RF communication is preferred in most of the ongoing sensor network research projects, because the 
packets conveyed in sensor networks are small, data rates are low and the frequency re-use is high due to short 

communication distances. These characteristics also make it possible to use low duty cycle radio electronics for 

sensor networks. However, designing energy efficient and low duty cycle radio circuits is still technically 

challenging, and current commercial radio technologies such as those used in Bluetooth is not efficient enough 

for sensor networks because turning them on and off consumes much energy. 

 

3.1 Power consumption 
The wireless sensor node, being a portable-electronic device, can only be equipped with a limited 

power source (<0.5 Ah, 1.2 V). In some application scenarios, replacement of power resources might be 
impossible. Sensor node lifetime shows a strong dependence on battery lifetime. In a multi-hop adhoc sensor 

network, each node plays the dual role of data originator and data router. The dis-functioning of few nodes can 

cause significant topological changes and might require re-routing of packets and re-organization of the 

network. Hence, power conservation and power management becomes very important. 

Power consumption can hence be divided into three domains: sensing, communication, and data 

processing. Sensing power varies with the nature of applications. Sporadic sensing might consume lesser power 

than constant event monitoring. The complexity of event detection also plays a crucial role in determining 

energy expenditure. Higher ambient noise levels might cause significant corruption and increase detection 

complexity. Power consumption in data communication and processing are discussed in detail in the following 

subsections. 

 

3.2 Communication 
Of the three domains, a sensor node expends maximum energy in data communication. This involves 

both data transmission and reception. It can be shown that for short-distance communication with low radiation 

power, transmission and reception energy costs are nearly the same. Mixers, frequency synthesizers, voltage 

control oscillators, phase locked loops (PLL) and power amplifiers; all consume valuable power in the 

transceiver circuitry. It is important that in this computation we not only consider the active power but also the 

start-up power consumption in the transceiver circuitry. The start-up time, being of the order of hundreds of 

micro-seconds, makes the start-up power non-negligible. This high value for the start-up time can be attributed 

to the lock time of the PLL. As the transmission packet size is reduced, the start-up power consumption starts to 

dominate the active power consumption. As a result, it is inefficient in turning the transceiver ON and OFF, 
because a large amount of power is spent in turning the transceiver back ON each time. 
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        Normally, a sensor node has three major units that consume energy: the micro-controller unit (MCU) 

which is capable of computation, communication subsystem which is responsible for transmitting/receiving 

messages and the sensing unit that collects data. Each subsystem can be turned on or off depending on the 

current status of the sensor which is summarized in Table I. 

 

Table I. ENERGY CONSUMPTION 
Sensor 

mode  
MCU  Radio  Sensor  P ower (mW)  

Listening 

Active 

Sleep  

On 

On      

Off  

 On  

Off  

   On 

   On  

20.05 + f(ri) 

9.72 + f(ri) 

0.02  

Energy needed to send a 2-bit-content 

message:               0.515  

 

In Table I, the function f(ri) is the spent energy related to the sensing range ri of sensor si. two kinds of function 
f  are considered:  

 

             Linear function: f(ri) =(1/K)×rs 

        Quadratic function: f(ri) =(1/K)×rs
2;  where K is an energy co-efficient. 

For the sake of simplicity, the energy needed to receive a message, to turn on the radio, to start up the 

sensor node, etc is avoided. However these energies must be taken into account which also contributes to the 

lifetime of the battery. Table I are taken from the statistical data of MEDUSA-II node - a sensor node developed 

at the University of California, Los Angeles. 
 

IV.  Conclusions 
Work done so far has concentrated on maximizing the life time of the sensor nodes by designing power 

aware algorithms without involving the energy source. In the proposed work a different approach would be 

taken up where the focal point will be the battery of the sensor node itself. If only a quantitative analysis is taken 

up as how the energy of the battery is consumed during the various modes of the sensor node like active, 

listening and sleeping modes along with the energy consumed as a function of number of bits used while 

messaging, energy consumed while making the radio of the sensor node on from off state and energy that is 

consumed as a function of the distance and most importantly life of the battery as a function of ambience 
conditions of the surroundings in which the node is placed, then it would be possible to visualize the new 

strategies to use the energy very economically. Thus the face of all the power aware algorithms designed earlier 

could undergo phenomenal changes which would definitely further improve the life time of the sensor networks.   
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