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Abstract : Satellite communication systems operating at Ka band and Ku band frequencies must affect the 

problem of propagation impairments which includes fading due to rain, clouds, snow  for obtaining the required 

performance. Rain affects the signal most and involved is absorption & scattering. Auto-Regressive Integrated 

Moving Average (ARIMA) model is used to generate and predict the time series values for rain attenuation. The 

predicted values obtained for different window size of the ARIMA model and analysis is done in terms of error 

matrix 

Keywords: ARMA model, ARIMA model, KU-band, Time series, Time series analysis. 

 

I. INTRODUCTION  
A time series is a collection of data points which are generally sampled equally in time intervals. Time 

series prediction refers to the process by which the values of a system is forecasted based on the information 

obtained from the past and current data points.In statistics, signal processing, econometrics and mathematical 

finance, a time series is a sequence of data points, measured typically at successive time instants spaced at 

uniform time intervals. Examples of time series are the daily closing value of the Dow Jones index or the annual 

flow volume of the Nile River at Aswan.  

Time series analysis comprises methods for analyzing time series data in order to extract meaningful 

statistics and other characteristics of the data. Time series forecasting is the use of a model to predict future 

values based on previously observed values. Time series are very frequently plotted via line charts. 

 

 
Fig.1 Block diagram of model selection procedure 

 

In general, time series predictability is a measure of how well future values of a time series can be 

forecasted, where a time series is a sequence of observations {Yt,t=1,2,…….,N}. Time series predictability 

indicates to what extent the past can be used to determine the future in a time series. A time series generated by 

a deterministic linear process has high predictability, and its future values can be forecasted very well from the 

past values. [13] 

RADIO waves above 10 GHz are highly influenced by rain induced attenuation, not just the magnitude 

thereof, but also the rate of its variation. In order to achieve a reliable design of wireless communication systems 

operating at these frequencies, it is necessary to evaluate the design in a simulation against time series of rain 

attenuation generated from a realistic model.[1], [2].Rain attenuation is one of the important impairments that 

affects RF signal at Ku and Ka band frequencies. The forecasting of the rainfall and rain attenuation plays a vital 

role in the fields of communications, agriculture, military services, etc. Number of models have been proposed 

and developed for prediction and generation of time series data of rain attenuation based on auto-regressive 

moving average processes. [6] 
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The ARMA model can only be used for stationary time series data and hence cannot be used for 

nonstationary rain events. Therefore, a step is required to convert the nonstationary data into stationary ones, 

which is available in auto-regressive integrated moving average (ARIMA) in the form of data differencing [2]. 

 

II. TIME SERIES MODELS 
1. Autoregressive model 

A time series {Xt} is said to be an autoregressive process of order p (abbreviated AR (p)) if it is a 

weighted linear sum of the past p values plus a random shock so that 

Xt = φ1Xt−1 + φ2Xt−2 + · · · + φpXt−p + Zt      Equation. (1) 

Where {Zt} denotes a purely random process with zero mean and variance σ
2
Z. 

2. Moving average (MA) model 

A time series {Xt} is said to be a moving average process of order q (abbreviated MA (q)) if it is a 

weighted linear sum of the last q random shocks so that 

Xt = Zt + θ1Zt−1 + · · · + θqZt−q      Equation. (2) 

Where {Zt} denotes a purely random process with zero mean and constant variance σ
2

z. 

3. Auto regressive moving average (ARMA) model 

A mixed autoregressive moving average model with p autoregressive terms and q moving average 

terms is abbreviated ARMA (p, q) and may be written as 

φ(B)Xt = θ(B)Zt       Equation. (3) 

Where φ(B), θ(B) are polynomials in B of finite order p, q, respectively.[14] 

The importance of ARMA processes is that many real data sets may be approximated in a more 

parsimonious way (meaning fewer parameters are needed) by a mixed ARMA model rather than by a pure AR 

or pure MA process. Autoregressive-moving-average (ARMA) models are mathematical models of the 

persistence, or autocorrelation, in a time series. ARMA models are widely used in hydrology, 

dendrochronology, econometrics, and other fields. There are several possible reasons for fitting ARMA models 

to data. [14]                       

 ARMA models are widely used for prediction of economic and industrial time series. ARMA models 

can also be used to remove persistence. In dendrochronology, for example, ARMA modeling is applied 

routinely to generate residual chronologies – time series of ring-width index with no dependence on past values. 

This operation, called prewhitening, is meant to remove biologically-related persistence from the series so that 

the residual may be more suitable for studying the influence of climate and other outside environmental factors 

on tree growth.[14] 

Autoregressive-moving-average (ARMA) models are mathematical models of the persistence, or 

autocorrelation, in a time series. ARMA models are widely used in hydrology, dendrochronology, econometrics, 

and other fields. There are several possible reasons for fitting ARMA models to data. ARMA models can be 

described by a series of equations. The equations are somewhat simpler if the time series is first reduced to zero-

mean by subtracting the sample mean. Therefore, we will work with the mean-adjusted series  

yt =  Yt --Y   ,  t = 1,2,……,N                                Equation. (4) 

Where Yt is the original time series, Y is its sample mean, and yt  is the mean-adjusted series.[14]  

4. ARIMA model 

In practice many (most?) time series are nonstationary and so we cannot apply stationary AR, MA or 

ARMA processes directly. One possible way of handling non-stationary series is to apply differencing so as to 

make them stationary. The first differences, namely (Xt − Xt−1) = (1 − B)Xt, may themselves be differenced to 

give second differences, and so on. The dth differences may be written as (1−B) dXt. If the original data series is 

differenced d times before fitting an ARMA (p, q) process, then the model for the original indifferences series is 

said to be an ARIMA(p, d, q) process where the letter „I‟ in the acronym stands for integrated and d denotes the 

number of differences taken. 
The Box-Jenkins approach to modeling and forecasting time series data is but one of a large family of 

quantitative forecasting methods which have been developed in the fields of operations research, statistics, and 

management science. Box-Jenkins models are also known as "ARIMA" models, the acronym standing for 

Autoregressive Integrated Moving Average. An ARIMA (p, d, q) model of the nonstationary random process 

Y(t) is expressed as  

Φ (B) (1 − B) ^d Xt = θ (B) Zt       Equation. (5) 

with an AR operator  

Φ p (B) = 1- ϕ1B - … - ϕpB
p
 

and a MA operator 

Θ q (B) = 1- θ1B- … - θqB
q
 

Where ϕp is p
th

 AR coefficient, θq the q
th

 MA coefficient, Zt noise, Xt Rain attenuation.[2] 
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III. RESULT ANALYSIS 
1. Simulation Result of MATLAB 

Here, collected real rain fall data for KU-band satellite from National Weather Service Climate 

Prediction Centre, Maryland, U.S. Rain Attenuation reading are changing according to Longitude, which is 

varies from 0 to 360 and Latitude is fix -11.25 and 144 samples are taken from January, 2012. Here frequency is 

12 GHz. Thus Plot is Longitude vs. Rain Attenuation. ARIMA model is used to predict and generate the time 

series of rain attenuation for a given set of parameters. 

Figure 2,3,4,5 are show the  plot of rain attenuation with different window size 1,2,5,10 respectively.  
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Fig.2 Plot of actual data and Predicted data with window size is 1. 
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Fig.3 Plot of actual data and Predicted data with window size is 2. 
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  Fig.4 Plot of actual data and Predicted data with window size is 5. 
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Fig.5 Plot of actual data and Predicted data with window size is 10. 

 

Table 1: Reading of Error Matrix 

Error 

ARIMA model Predicted output 

Window size 1 Window size 2 Window size 5 Window size 10 

MSE 0.000085 0.000178 0.000339 0.000525 

RMSE 0.009200 0.013300 0.018400 0.022900 

MAPE 0.000001 0.000001 0.000002 0.000004 

 

The table 1 shows the error of Rain Attenuation which is predicted by ARIMA model. We have 

observed that ARIMA model is best for this application because error is very less but, error is increase with 

respect to increasing window size.    

 

IV. CONCLUSION  
We have collected real rain fall data for KU-band satellite from National Weather Service Climate 

Prediction Centre, Maryland, U.S. we have studied different types of prediction model. In this paper, the results 

of rain attenuation are generated using by ARIMA model. ARIMA model is best for prediction of rain 

attenuation for Ku-band satellite for 12 GHz frequency because error is very less. Here we check the error by 

using error matrix (MSE, RMSE, and MAPE) which is increase with respect to increasing window size.    
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