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Abstract: A facial recognition system is a computer application for automatically identifying or verifying a 

person from a digital image or a video frame from a video source. One of the way is to do this is by comparing 

selected facial features from the image and a facial database. It is typically used in security systems and can be 

compared to other biometrics such as fingerprint or eye iris recognition systems. In this paper we focus on 3-D 

facial recognition system and biometric facial recognition system. We do critics on facial recognition system 

giving effectiveness and weaknesses. This paper also introduces scope of recognition system in India. Face 

recognition has received substantial attention from researchers in biometrics, pattern recognition field and 

computer vision communities. 

 Face recognition can be applied in Security measure at Air ports, Passport verification, Criminals list 

verification in police department, Visa processing, Verification of Electoral identification and Card Security 

measure at ATM’s. Principal Component Analysis (PCA) is a technique among the most common feature 

extraction techniques used in Face Recognition. In this paper, a face recognition system for personal 

identification and verification using Principal Component Analysis with different distance classifiers is 

proposed. The test results in the ORL face database produces interesting results from the point of view of 

recognition success, rate, and robustness of the face recognition algorithm. Different classifiers were used to 

match the image of a person to a class (a subject) obtained from the training data. These classifiers are: the 

City-Block Distance Classifier, the Euclidian distance classifier, the Squared Euclidian Distance Classifier, and 

the Squared Chebyshev distance Classifier.  
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I. Introduction 
Person identification based on biometrics presents a challenging problem in the field of image analysis 

and computer vision, and as such has received a great deal of attention over the last few years because of its 

many applications in various domains. Biometrics is personal physical or biological measurements about an 

individual. Using biometrics for identifying human beings offers some unique advantages. A biometric based 

identification system has two modules. Enrollment module: A user’s biometric data is acquired using a 

biometric reader and stored in a database. The stored template is labeled with a user identity (e.g., name, 

identification number etc. to facilitate authentication. Identification module: A user biometric data is once again 

acquired and the system uses this to either identify who the user is, or verify the claimed identity of the user. 

While identification involves comparing the acquired biometric information against templates corresponding to 

all users in the database, verification involves comparison with only those templates corresponding to the 

claimed identity. Thus, identification and verification are two distinct problems having their own inherent 

complexities. The unique features of biometric traits are extracted either from spatial domain or transform 

domain. 

i)Spatial domain techniques are Principal Component Analysis, Independent Component Analysis , Linear 

Discriminative Analysis, and Singular Value Decomposition  

ii) Transform domain techniques where in the biometric data from spatial domain is converted to transform 

domain viz., Fast Fourier Transform , Discrete Cosine Transform , Discrete Wavelet Transform , Dual Tree 

Complex Wavelet Transform  etc. The features of the test image are compared with the data base images in 

matching section to identify a person using (i) Euclidean Distance , (ii) Hamming Distance, (iii) City Block 

Distance, (iv)  Neural Networks  etc.  

 

II. Face Recognition 
Face recognition is a form of biometric identification. A biometric is, “Automated methods of 

recognizing an individual based on their unique physical or behavioral characteristics.” The process of facial 

recognition involves automated methods to determine identity, using facial features as essential elements of 

distinction. The automated methods of facial recognition, even though work very well, do not recognize subjects 

in the same manner as a human brain. The way we interact with other people is firmly based on our ability to 

recognize them. One of the main aspects of face identification is its robustness. Least obtrusive of all biometric 
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measures, a face recognition system would allow a user to be identified by simply walking past a surveillance 

camera. robust face recognition scheme require both low dimensional feature representation for data 

compression purposes & enhanced discrimination abilities for subsequent image retrieval. The representation 

methods usually start with a dimensionality reduction procedure since the high dimensionality of the original 

visual space makes the statistical estimation very difficult & time consuming [11, 13, and 27]. Face recognition 

is a study of how machines can recognize face, a task that humans perform naturally and effortlessly throughout 

lives[3]. A face recognition system identifies faces in images and videos automatically using computers. It 

consists of four parts: face detection, face alignment, facial feature extraction, and face classification. Face 

Detection: provides information about the location and scale of each detected face. In the case of video, the 

found faces may be tracked. In face alignment, facial components, such as eyes, nose, and mouth, and facial 

outline are located, and thereby the input face image is normalized in geometry and photometry. In feature 

extraction, features useful for distinguishing between different persons are extracted from the normalized face. 

In face classification, the extracted feature vector of the input face is matched against those of enrolled faces in 

the database, outputting the identity of the face when a match is found with a sufficient confidence or as an 

unknown face otherwise[10]. Depending on the application, a face recognition system can be working either on 

identification or verification mode. In a face identification application, the system recognizes an individual by 

matching the input image against images of all users in a database and finding the best match. In a face 

verification application the user claims an identity and the system accepts or rejects his (her) claim by matching 

the input image against the image that corresponds to this specific identity, which can be stored either in a 

database or an identification card (e.g. smart card). In other words, face identification is a one-to-many 

comparison that answers the question “Who is the person in the input image? Is he (she) someone in the 

database?”,while face verification is a one-to-one comparison that answers the question “Is the person in the 

input image who he(she) claims to be?”[26]. A face recognition system usually consists of the following four 

modules[18]:  

 

III. Principle Component Analysis 
Feature extraction for face representation is one of the central issues to face recognition system. Among 

various solutions to the problem, the most successful seems to be those appearance-based approaches, which 

generally operate directly on images or appearances of face objects and process the image as two-dimensional 

patterns. The main trend in feature extraction has been representing the data in a lower dimensional space 

computed through a linear or non-linear transformation satisfying certain properties. Statistical techniques have 

been widely used for face recognition and in facial analysis to extract the abstract features of the face patterns. 

Principal Component Analysis is a main technique used for data reduction and feature extraction in the 

appearance-based approaches. 

Eigenfaces built based on these technique, has been proved to be very successful [14]. Principal 

Component Analysis is one of the most valuable results from applied linear algebra. PCA is used abundantly in 

all forms of analysis – from neuroscience to computer graphics – because it is simple, non-parametric method of 

extracting relevant information from confusing data sets. With minimal additional effort PCA provides a 

roadmap for how to reduce a complex data set to a lower dimension to reveal the sometimes hidden, simplified 

structure that often underlie it [16]. It is one of the most successful techniques that have been used in image 

recognition and compression. PCA is a statistical method under the broad title of factor analysis. The purpose of 

PCA is to reduce the large dimensionality of the data space (observed variables) to the smaller intrinsic 

dimensionality of feature space (independent variables), which are needed to describe the data economically. 

This is the case when there is a strong correlation between observed variables. PCA is a statistical 

dimensionality-reduction method, which produces the optimal linear least-squares decomposition of a training 

set [9]. PCA is appropriate when we have obtained measures on a number of observed variables and wish to 

develop a smaller number ofunknown variables that will account for most of thevariance in the observed 

variables. PCA generates a set of orthogonal axes of projections known as the eigenvectors, of the input data 

distribution in the order of decreasing variances[18].  

 

IV. Distance Classifiers 
Most face recognition methods from the last decade make decisions based on a distance measure. Images 

are projected down to a lower-dimensional feature space. Distances between feature space representations are 

used as the basis for recognition judgments. For example in an identification task, distance-based algorithms 

choose the gallery feature that is nearest to the probe feature. Distance measures are the last component of facial 

recognition. Images are projected into an eigenspace and represented as vectors. The distance between the 

vectors of two images is the similarity of the images. The dissimilarity distance between the image projection 

and known projections is calculated, the face image is then classified as one of the faces with minimum 

distance. On the other hand, classification is performed by comparing the projection vectors of the training face 
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images with the projection vector of the input face image based on one of the distance classifiers between the 

faces classes and the input face image.  

 

4.1 Euclidean Distance Classifier 

Euclidean distance is the most common use of distance. When people talk about distance, this is what 

they are referring to. Euclidean distance, or simply 'distance', examines the root of square differences between 

the coordinates of a pair of objects. This is most generally known as the Pythagorean theorem. For testing we 

used the Euclidean distance classifier, for calculating the minimum distance between the test image and image 

to be recognized from the database. If the distance is small, we say the images are similar and we can decide 

which the most similar image in the database is. In simpler words, the Euclidean distance between the image 

projection and known projections is calculated; the face image is then classified as one of these faces with 

minimum Euclidean distance. Putting p = 2 in equation(10), we obtain the Euclidean distance, d2 as follows:  

  (   )   √∑ |     |
  

           (5) 

 

4.2 The Squared Euclidean Distance Classifier 

Without the square roots, we obtain the Squared Euclidean distance Classifier as follows: 

  (   )   ∑ |     |
  

           (6) 
 

4.3 City-Block Distance Classifier 

City-Block Distance Classifier, Manhattan Distance Classifier, also called, rectilinear distance, L1 distance, L1 

norm, Manhattan length. It represents the distance between points in a city road grid. It examines the absolute 

differences between the coordinates of a pair of objects as 

follows: 

  (   )  ∑ |     |
 
            (7) 

 

4.4 Chebyshev Distance Classifier,  

maximum value Distance In mathematics, Chebyshev distance, Maximum metric, or L∞ metric is a metric 

defined on a vector space where the distance between two vectors is the greatest of their differences along any 

coordinate dimension.  

The Chebyshev distance between two vectors or points x and y, with standard coordinates xi and yi, 

respectively, is: 

      (∑ |     |
  

   )           (8) 
Hence it is also known as the L∞ metric. Taking the squares of equation (14), we obtain the squared 

Chebyshev Distance Classifier. Chebyshev distance is also called the Maximum value distance, defined on a 

vector space where the distance between two vectors is the greatest of their differences along any coordinate 

dimension. In other words, it examines the absolute magnitude of the differences between the coordinates of a 

pair of objects. the same image 

 

V. Results And Discussion 
Figure (2) shows a Schematic diagram of a face recognizer. This illustrated as follows: In the recognition phase 

(or, testing phase), given a test image of a known person. As in the training phase, we should compute the 

feature vector of this person using PCA, then compute the 

 
Fig. 2 Schematic diagram of a face recognizer 

similarities between the feature vector of a test image and all the feature vectors in the raining set. The 

similarities between feature vectors were computed using the 4 distance classifiers discussed in the previous 
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section. On the other hand, recognition is performed by projecting a new image into the subspace spanned by 

the eigenfaces and then classifying the face by comparing its position in the face space with the positions of the 

known individuals. 

 
(A) City- Block Distance Classifier. 

 
(B) Euclidian Distance Classifier 

 
(C): Chebyshev Distance Classifier (squared). 

Figure (3): Screen Shots displays full recognitions with the nearest three projected distances. The three images 

in the right identified from the trained 

Database 

 
(A): City-Block Distance Classifier. 

 
(B): Euclidian Distance Classifier. 

 
(C): Chebyshev Distance Classifier (squared). 

Figure (4): Screen Shots displays an error recognition in some samples. The three images in the right identified 

from the trained Database. 

 

VI. Conclusions 
Face recognition can be applied in Security measure at Air Ports, Passport verification, Criminals list 

verify police department, Visa Processing, Verification of Electoral identification and Card Security measure at 

ATM’s. Face recognition has received substantial attention from researches in biometrics, pattern recognition 

field and computer vision communities. In this paper, face recognition using principal component analysis was 

implemented using 4 distance  classifiers on the ORL database were used to see the performance of the Principal 

Component Analysis based face recognition system. A system the distance measures for each image will 

perform better than a system that only uses one. The experiment show that PCA gave better results with 

Euclidian distance classifier and the squared Euclidian distance classifier than the City Block distance classifier, 

which gives better results than the squared Chebyshev distance classifier. On the other hand, the recognition rate 
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using the Euclidian and the Squared Euclidian distance classifier are the same and is higher than the recognition 

rate using City-Block distance classifier which is higher than its counterpart using the squared Chebyshev 

distance classifier. 
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