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Abstract: This paper provided the preliminary test single stage shrinkage estimator for estimating the
parameters of simple linear regression model, when a prior estimate of these parameters are available. This
prior estimate has been referred in statistical literatures as guess point about the parameters.

The expressions for Bias, Mean Squared Error (MSE) and Relative Efficiency of the proposed estimators are
obtained. Numerical results are provided when the proposed estimators are estimators of level of significance
a.Comparisons with the usual estimator (O.L.S.) and existing estimators were made to show the usefulness of
the proposed estimators in the sense of Relative Efficiency and Mean Squared Error.
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I. INTRODUCTION

In statistics, simple linear regression is the least squares estimator of a linear regression model with a
single explanatory variable. In other words, simple linear regression fits a straight line through the set of n
points in such a way that makes the sum of squared residuals of the model (that is, vertical distances between the
points of the data set and the fitted line) as small as possible.

The adjective simple refers to the fact that this regression is one of the simplest in statistics. The slope
of the fitted line is equal to the correlation between y and x corrected by the ratio of standard deviations of these
variables. The intercept of the fitted line is such that it passes through the center of mass (x, y) of the data points.

A regression models the past relationship between variables to predict their future behavior. As an
example, imagine that your company wants to understand how past advertising expenditures have related to
sales in order to make future decisions about advertising. The dependent variable in this instance is sales and the
independent variable is advertising expenditures. Businesses use regression to predict such things as future
sales, stock prices, currency exchange rates, and productivity gains resulting from a training program.

Some time we may have a prior estimate value (point guess) of the parameter to be estimated. If this
value is in the vicinity of the true value, the shrinkage technique is useful to get an improved estimator.
Thompson [12], Mehta and Srinivasan [6], Singh at el [10] and others suggested shrunken estimators for
different distributions when a prior estimate or guess point is available. They showed that these estimators
perform better in the term of Mean Square Error when a guess value 0, close to the true value.

Consider the following simple linear regression model:

yi=7+B(x— X)+¢g , whereg ~N(0,6°) (1)
preliminary test single stage shrinkage estimator [1,2,3,4,5,10,12] is considered for estimating the

parameter 0 (0 may be refer to y or B of previous model) when a guess point 0, is available about 0 due the past

experience or similar cases.

From the empirical studies it has been established that the shrinkage estimators performs better than the
usual estimator when our guess point be very close to the true value of the parameter. Therefore to make sure
whether 0 is closed to 6, or not, we may test Hy:0 = 0, against H;: 0 # 0y, so we denote by R to the critical
region for above test.

Thompson [12] suggested shrinking the usual estimator 0 of 0 towards the prior guess point 6, and
proposed the estimator 0= \V(é)é +(1- \V(é))e - where (1- W(é)) represents the experimenters belief in the
guess point 6,. He was found the estimator 0 is more efficient than @ if the true value 6 is close to 6, (Ho

accepted) but may be less efficient otherwise, therefore to resolve the uncertainty that a guess point value is
approximately the true value or not, a preliminary test of significance may be employed. So he take the usual

estimator O when 0 is far a way from 0, (Hj rejected) after he made the preliminary test.
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Thus, preliminary test single stage shrinkage estimator has the following form
5o y(0)0+(1-y(0)06, ,if6eR @)
0 ,if6gR

where R is the preliminary test region for acceptance the null hypothesis Hy as we mentioned above,
is the usual estimator of 0, \If(é) is a shrinkage weight factor such that 0 sw(é)s 1 which may be a function of
é or may be a constant (ad hoc basis).

Several authors had been studied a preliminary test shrunken estimator which is defined in (2) for
special population by choosing different weight factors \I](é) See for example [1], [2], [3], [4], [5], [7], [8], [9]

and [11].

The goal of this paper is to modify the preliminary test single stage shrinkage estimator which is
defined in (2) for estimate the parameters (0) of the model (1).
Therefore, the proposed preliminary test single stage shrinkage estimator is as below: -

5 _ w©0+(-y,©O) ,ifoeR )
v,(0)0+(1-y,(0) .ifbgR
Where “lji(é) , 1= 1, 2 are shrinkage weight factors such that 0 S\yi(é) <.

The expressions for Bias, Mean Squared Error and Relative Efficiency of the estimator éPT above are

derived. Numerical results of these expressions were made to show the validity and the usefulness of the
proposed estimator when it compare with the usual and existing estimators.

II. PRELIMINARY TEST SINGLE STAGE SHRUNKEN ESTIMATOR B AND v
In this section recall the estimator which is defined in equation (3) for estimate the parameter  and y of
model (1) as below

- {%(B)B+(1—%(ﬁ)>so JifBeR, @
vBB+A-v, (BB, .iffeR,
Where B, is a prior guess value of 3, [3 is a usual estimator (O.L.S.) of B and R, is a pre test region of

acceptance of size o for testing the hypothesis Hy:3 = B against the hypothesis H;:  # Bo.

o’ o’
R =B, -t / +t / )
=P 502\ SS, Po $n2\|SS,

Z:(an =X)(y,—Y) ,B N N(B,i) and §S_ = i(xi _g)z (6)
Z(Xi _;) SSX -

While ty, o2 is the 100(a/2) percentile of t-distribution with (n — 2) degree of freedom.

Where B _

Now, put forward s, (0) =0 and () =k=ki/k; (7

4i .
Where, k. = 2 .r(n+81_2j r(n_zj ,fori=1,2andn> 2.
' n-—2 2 2

The expressions for Bias and Mean Square Error (MSE) of ﬁ are respectively given by

Bias(B,,|B,R,) = E(B,, —B)

-9 (=) [1-k +kJ, (a*,b¥)] - kJ, (a*,b%)} (®)

.
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Where Ji(a*,b*)= Lb*tf’e*tzﬂdt’ 1=0,1,2 )
2T o
JSS. (B JSS.(B-
And t = . (B B) ’>\’1 = : (B BO) ’a* = _>\’1 - ta/Z,n—Z’b* = _}\'1 + tcx/Z,n—Z (10)
(¢} (e)
We denote to the Bias ratio of BPT as B(BPT) and defined as below
< Bias(B,. |B,R
B(BPT) — las(BPT Ba 1) (11)
G/4/SS,
And,
MSE (BPT B’RI ) = E(B]’T - B)z

62

S [+ =222k = D)= K[, (@%,b%)+ 2, J (a *b¥)+ I, (a*,b¥h! I

2K, [T, (a%,b%) + 1,3, (%, b¥)] } .(12)

The Efficiency of the proposed estimator BPT relative to B is defined as

MSE(B)

_ (13)
MSE(B,, |B,R,)

R.Eff(B,,

B.R)=

See [3], [4] and [5].

Also, preliminary test single stage shrinkage estimator of y using equation (3) will be:
~ {Wl(’?):}\/ + (1 - WI(?))YO > lf’? € Rz

PT = AN A A e~ A
v,y +A=-w,(M)y, ,if7€R,
Where \Vi('?) , i = 1,2 are shrinkage weight factors such that 0 <\, (7)< 1 and y is an unbiased estimator

(14)

(O.L.S.) of y as well as R, is the pretest region for acceptance of testing the hypothesis Hoo:y = yo vs. the
hypothesis Hj;: y # v, with level of significance a.

2 2
. O O
Le. R, =[-y, _Za/zﬂ?o_?’o + Za/zyf?] (15)

Where (Z,,,) is the 100(a./2) percentile point of the standard normal distribution.
In the estimator ?PT which is defined in (14), we assume that , (7) =0 and () = h (constant).

The expressions for Bias and Mean Square Error (MSE) of ?PT are respectively given as below:-

Bias(¥,,[v,R,) =E(¥,, —7)
= 2 {-3,[1-h+hJ,(a,,b)]-hJ (a,,b,)} (1
Jn
Where Jg(ahbl)zibl ZfC_ZZ/de,E = 09152 (47
27 5

aa 2= Y0G=D 5 _AnG=w)
() (e)

2 /22

b = _7\‘2 + Za/z (18)

1

We denote to the Bias ratio of ?PT as B(?PT) which is defined as
nes ) Bias@u[LR,)
Fer) =
o/\/n

(19)
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And
MSE (7,

Yst) = E(?PT - Y)z

=2 (R(1+22) - R 2h-1)~h’[I,(a,b) + 24 (a,,b) + AT (a,,b,)] -
n

2h,[J,(a,,b,) + 2.3 (a,,b)] -(20)
The Efficiency of the proposed estimator ?PT relative to estimator '? is defined as
REfF (7, [1,R,) = o) @1
MSE(¥,. |1.R,)

III. NUMERICAL RESULTS
1. The computation of Relative Efficiency [R.Eff (-)] and Bias Ratio [B (-)] were used for the estimatorf)m,

these computations were performed for o = 0.01, 0.05, 0.1, A; = 0.0(0.1)2 and n = 8, 10, 12, 20. Some of these
computations are displayed in the attached table 1 which leads to the following results.

i. The Relative Efficiency [R.Eff (-)] of BPT are adversely proportional with small value of o and those of n and
k.

ii. R.Eff ( BPT ) has a maximum value when 3 = 3, (A; = 0).

iii. The Bias Ratio [B (-)] of BPT are reasonably small when 3 = 3y and vice — versa otherwise.

iv. The Bias Ratio [B(-)] of BPT are increasing function with increases value of sample size (n).

v. The Effective Interval [The value of A; which make the R.Eff () of BPT greater than 1] is [0, 1].
vi. The proposed estimator BPT dominates the usual estimator ﬁ with large sample size n.

i.e. lim st (B, [B,R,) _MSE (B)1<0

vii. BPT is consistent estimator
B,R))=0.

viii. The considered estimator BPT is better than the usual estimator and also than the estimator introduced by

i.e.; lim MSE (BPT
n—oo

[2] and [3] in the sense of Mean Squared Error.

2. The computation of Relative Efficiency [R.Eff(:)] and Bias Ratio [B(-)] of the proposed estimator :}7 pr were

made on different constants involved in it, some of these computations are given in annexed tables (2)-(6) for

samples of these constant e.g. o = 0.01, 0.05, 0.1, h = 0.1(0.1)0.5 and 2, = 0.0(0.1)2. The following results from
the mentioned table were made

i. The Relative Efficiency [R.Eff ()] of ?PT has a maximum value when y very close to v, (A, = 0) and

decreases with increases value of A, and h.

ii. R.Eff ( ?PT ) increasing function with small value of a [level of significance of acceptance region R].
iii. The Bias Ratio [B (:)] of ? pr are reasonably small when y close to yo (A, = 0) and increases otherwise
iv. B (:}7 pr ) are increases when o increases.

v. The Effective Interval [The value of A, which make the R.Eff (-) of 7PT greater than 1] is [0, 1].

vi. The considered estimator ?PT is consistent estimator and dominates the usual estimator’?/ .

vii. The considered estimator 7 py is better than the estimator f/ (least square method) and some existing

estimator e.g. [2] and [3] in terms of higher Efficiency especially at y =y.
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IVv.

o 1] 0l w2 03 04 {IE] (1K} {1 %) {133 e 1 X
g 47340 24 831 11.07% 8.2411 30T 27781 20424 15848 1237 1.0033 0.25952
(0.090001) | (0169750 | (028068) | (030048) | (0.45024) | (0.50882) | (0.66848) | (0.7878) | (08071) | (0.8871) |(1247H)
oot | 12 TILGR 22.831 10.672 &.1085 30440 2755 20343 15844 12417 1.0108 0.283
: (0.090156) | (0.10827) | (029722) | (0305903) | (0.40431) | (0.50223) | (0.68058) | (0.786) | (0881®) | (0.9766) | (18048
0 30500 17.808 03655 5.6251 3.7232 248308 10888 15262 12190 00008 03077
(0.007423) | (0.10072) | (020164) | (D387OT) | (0.48340) | (D.57706) | (0.67111) | (0.7626) | (D.B523) | (003058 | (1.6021)
8 52823 20867 10411 61335 40245 28422 21168 1 6408 153121 1.0761 0.32272
(0.006686) | (0.10326) | (028040) | (0.3852) | (0.48022) | (D.57437) | (D.66746) | (0.750y | (D.B40Ty | (0.0385) | (1.707%)
0 | 12 23433 1408 2.4733 544837 3.76TT 2.7455 20008 1840 13387 1132 03861
: (D0E2123) | (0.18411) | (027545 | (03658 | (0.4540) | (0.54238) | (0.62705) | (0.7113Dy [ (07022 | (08703 | (14726
20 11021 23708 38838 43073 3.1811 24262 18083 1.5433 12786 1.0822 0,443
B9 | (0.00011205) [ (0.086430) | (017248 | (025754 | (034113) | (0.42277 | (0.50200) | (0.57841) | (0.656) | (07211 | (078D | (12005)
Table(2) Shown the RE & () and B() of ¥ow.r.t and 3; when h= 0.1
l.un (1] [N} [ 0.3 04 s (L1 [} 0.3 oe 1 F
001 FLEff-) | 11948 | 23440 24828 11173 63175 40567 2.8251 20814 15883 12680 10288 | 0.2724%
B} @ | (0.00016) | (0.19826) | (0.28727) | (039613 | (040477 | (050316) | (0.68123) | (0.72802) | (D.B3616) | (0.982ED) | (101
005 FLEff-) | 35851 B1.280 24508 11.34 84812 4186 2.0266 2.162 1.6652 13232 10781 0.28823
Bi) oy | enoeT1en | colodmy | 0028123 | (0.3ETOD | (D48424) |(05E015) (06T | (077045 | (03647 | (00583 | (185T
a1 FLEff-) | 22788 T3.527 24278 11487 866216 42045 30085 22274 17167 1.385 11126 0.28543
B} @ | (0.00559) | (0.19100) | (0.28641) | (0.38147) | (047618) | (057048) | (0.6643) | (0.75759) | (D.B5031) | (0.94245) | (1B
Table(3) Shown the RE & () and B() of ¥ow.r.t. @ and 3, when h = 0.2
% (] 01 02 0.3 0.4 0.5 0.6 o7 08 (1] 1 2

3

in
in

10854 §.2748 40573 28387 20003 1.6177 1.2867 10408 | 020423

REM) | 2987 | 76082 | 2353
B3 | oosesl [ oasssy | o0.28453) | (039224 | o48es4y | (058632 | qp.6B248) | (0.77783) | (08723 | (0865TE) | (18202

[}
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o}
B3 0 | oossas | asss | o2s24m | (037581 | (046848 | (0.56031) | (0.65116) | 074081y | (0.82044) | (01668 | (17139

REfy | 565211 | 3B219 18273 10.58 6.5047 43655 31154 3487 1.8312 1.4721 1.2114 | 0.34853

(Y11

ogs | REM) 89578 4019 20637 10722 63380 | 42170 | 20004 1133 17343 | 1.3801 | 1.1304 | 033001
2

01 B3 0 | coosas | asss | (02s2471y | (037581 | (046848 | (0.5400%) | (p.s285D) | (0T1518) | (0.800s3) | (08349 |(1s60T)
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Tahle(4) Shown the RE . (-) and B() of ¥ow.r.t @ and 3, when h= 0.3

//II./HM/ (1] (L} 02 (1] 04 s (1] [ [ (LX) 1 F
001 E.Effl-p | 132.73 57.7%6 21437 10488 6.1262 400135 28175 20834 14194 12028 105886 0.31382
B (0| (0.08746) | (0.19478) | (02018 | (D.3BE36 | (045272 | (057048 | (D6TIEN | (DT66TY | (D.35B4E) | (0.04868) | (17305
005 ELEff-) | 38.812 2034 16425 DE023 S04 4 0B85 20574 2.2402 J50R 14234 1.1742 0.37626
B | (008158 | (01E2E) | (027IT) | (0.363TD (045272 | (054046 [ (062674 | (0.71136) | (0.78416) | (0.8748E) | (15T0E
01 ER.Eff-) | 25.288 | 20.947 13873 2807 58473 41903 3.0954 23783 182874 15384 12821 0.41182
B} (0 | (0.08678) | (0.17328) | (0.25924) | (0.34441) | (042854) | (051143) | (059288 | (0.67276) | (0.75084) | (0.82735) | (15045
Table(5) Shown the RE &, (-) and B() of ¥ow.r.t aLand 3, when h= 0.4
% (1] 0ol [13] 03 04 s (LX) 0T [1}] o 1 F
001 REf{) | 744674 | 43021 18,250 LB30E 5.BB64 3804 17631 2.064 1.8035 1.284% 1.0557 | 032867
B3 (0 | (008662 | (D1D304) | (02880T) | (D38448) | (04m0% | (0.57264) | (0.6648D) | (D7556T) | (0B44ED | (D8315T) | (16404
005 REf{y (22354 1867 12.474 30578 54118 3258 18338 21832 1.7377 1.4211 1.1891 042076
B3 (0 | c00B8TE | (DITTD |(026483) | (035163 | (043688 | (0.52062) | (0.60232) | (D6B1ET) | (0.TSEET) | (D.B333L) [(1427H)
ol REf{y | 1423 12.7% LB243 T.108 51483 3.B234 18277 23002 18705 1.5507 13118 | 047922
B3 (O | (0DETY | (016438 | (024566 | (032588) | (0.404731) | (0.48180) | (0.55718) | (063035 | (070126 | (0.768E) |(13383)
Table (6) Shown the R.Ef. () and B(-) of ¥ow.r.t @ and 3, when h= 0.5
A [1] [N ] [ [3E] 04 [ [T [ [F:] [IX] 1 F 1
=
00l | REff) [ 47.751 3235 16451 00606 55765 3743 26702 2.0131 15708 12632 10414 0.34024
B{) | 0.085TTY | (01812) | (0.28633) | (D.3BOSL) (047386 | (D.5658) [(065615) | (0.74458) | (0.8308) | (D.81446) | (15305
[T REff-) | 14.332 12,606 L4801 66720 47433 3.4784 25841 2.0712 15714 13828 1.16886 0. 45808
B{) (| (008587 | (0171510 | (025617 | (0.3395F | (0.4212) | (0500TT | (0.57TE) | (0.6522T) | (0.72355) | (0.TR164) | (12B4E
ol R.Eff) | 2.1073 25004 TOB23 55746 431 3.3577 2.6632 2.1576 1.7852 15068 12045 0.54455
B{} @ | 07788 | (0.15547) | 023207 | 030735 | (038081 | (0452350 [ (052148 | (05878 | (0.6515T) | (0.71225) | (1171

CONCLUSION

V.

From the above discussions it is obvious that by using guess point value one can improve the usual

estimator. It can be noted that if the guess point 0y is very close to the true value of the parameter 0 (i.e.; A; is

approximate close to one), the proposed estimators perform better than the usual estimator. If one has no

confidence in the guessed value then proposed preliminary test shrinkage estimators can be suggested. We can

safely use the proposed estimators for small sample size at usual level of significance o and moderate value of

A

shrinkage weight factor(0).
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