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Abstract: Fisher (1925), in his famous paper, gave a method of constructing an efficient estimator by using a 

successive approximation. If there exists a root-n consistent estimator of the parameter and if the probability 

density function satisfies certain regularities conditions, it is possible to construct an efficient estimator of the 

parameter. This can be done by a single approximation ( Lehman and Casella, 1998). In order to distinguish 

between the efficient estimators, Rao( (1961, 1963) introduced the concept of second order efficiency (s.o.e.) of 

an estimators. In this note, we consider the estimator obtained by using two iterations in the approximation and 

obtain its s.o.e. following the definition of Rao. It follows from this derivation that we can construct a second 

order efficient estimator, if it exists, by using any root-n consistent estimator of the parameter. 
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estimator, second order efficiency. 

 

I. Introduction 
Consider a sample x1,x2,…xn of size n from a distribution having the probability density 

function(p.d.f.) f(x,θ) with respect to a ζ-finite measure μ, where θ is real parameter Let θn
∗  =θ*(x1,…xn) be any 

estimator of θ such that, √n(θn
∗ - θ) is bounded in probability. 

Definition 1:A sequence of estimators θn
∗  is √n-consistent for θ, if  √n(θn

∗ - θ) is bounded in probability, that is, 

(θn
∗ - θ)=O(1/√n)  

Under the following regularity conditions satisfied by f(x,θ) [Lehman and Casella (1998)] .                     

 i)The parameter space Ω is an open interval(not necessarily finite) 

ii)The distributions Pθ of Xi have common support, so that the set S={x:f(x,θ)>0} is independent of θ.        

iii) For every xєS (sample space), f(x,θ) is thrice differentiable with respect to θ, and the third derivative is 

continuous in θ. 

iv)The integral can be thrice differentiated under the integral sign. 

v) For any given θ0єΩ (parameter space), there exists a positive number c and a function M(x) such that, 

| {∂3/ ∂θ3}{log f(x,θ)}| ≤ M(x) for all x є S,           θ0 – c < θ < θ0 + c and Eθ | M(x) | < ∞ 

vi)The Fisher information I is finite. 

 

Theorem 1:If the above regularity conditions are satisfied by f(x,θ) and θn
∗  is a sequence of  consistent 

asymptotically normal (CAN) estimators of θ,then the estimator sequence  

    θ n = θn
∗ -[ L „(θn

∗ )/L‟‟(θn
∗ )]               ...(1.1)                       

is asymptotically efficient(BAN),that is, √n (θ n– θ) asymptotically normal with mean zero and variance 1/I , 

where  L‟ , L‟‟ are the first and second derivatives of the log-likelihood function L(θ) based on the sample of n 

observations.(Proof, Lehman and Casella, 1998) 

Since √n (θn
∗  - θ) is bounded in probability, using the first order approximation for L‟ (θn

∗ ) and L‟‟(θn
∗ ) in (1.1), 

it follows that 

   |[L‟(θ)/√n] – I √n (θ n– θ) | → 0,in probability.              ...(1.2) 

This property of θ n is termed as the first order efficiency (f.o.e) by Rao (1961, 1963). He defines that second 
order efficiency (s.o.e) of any first order efficient estimator.                                                                        

Definition 2: The s.o.e of an estimator Tn = T(x1,x2,…xn) is the minimum asymptotic variance  

    Sλ
2(Tn) =[ L‟(θ) – nI(Tn-θ) – nλ(Tn –θ)2]             ...(1.3) 

when minimized with respect to λ, where λ is a function of θ only. 

 

II. Second Order Efficient Estimator Of θ 

Let us define an estimator δn of the parameter θ such that, 

             δn = θ n - [L‟(θ n) / L‟‟(θ n)]              ...(2.1) 

Theorem 2:The estimator δn defined above is a second order efficient estimator of θ. 
Proof: By replacing the regularity condition iv)   in theorem 1 in to                                                                                          

iv)For any given θ0εΩ (parameter space), there exists a positive number c and a function M(x) such that 
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    | ∂4 / ∂θ4 log f(x,θ)| ≤ M(x) for all x ε S, 

                  θ0 – c < θ < θ0 + c 

and 
    Eθ | M(x) | < ∞ 

 Following the definition 2. Using Taylor expansion for L‟(θ n) and L‟‟(θ n) around the true parameter θ, we can 
rewrite the equation (2.1) in the form 

    (δn – θ)[L‟‟(θ) + (θ n – θ) L‟‟‟(θ) + o(θ n - θ)2] 

    = (θ n – θ)[L‟‟(θ) + (θ n – θ) L‟‟‟(θ) + o(θ n - θ)2] 

-[ L‟(θ) + (θ n - θ)L‟‟(θ) +(1/2)(θ n- θ)2L‟‟‟(θ) + o(θ n - θ)3]    ..(2.2) 

Since √n(θ n - θ) is bounded in probability, the above equation reduces to 

(δn – θ) nI = L‟(θ) + (δn – θ) [L‟‟(θ)+nI]+ (δn – θ)(θ n - θ)L‟‟‟(θ) -(1/2)(θ n - θ)2L‟‟‟(θ) + o(1/n)  ..(2.3) 

Using the above approximation, we get 

Sλ
2(δn) = - { (δn – θ)[L‟‟(θ)+nI] + (δn – θ)(θ n - θ)L‟‟‟(θ) - 1/2(θ n - θ)2L‟‟‟(θ) + nλ(δn – θ)2} + o(1/n) ..(2.4) 

The asymptotic distribution of  Sλ
2(δn) is unaltered if we replace (δn – θ) and (θ n - θ) by L‟(θ)/nI. After some 

simplification, the asymptotic variance ofSλ
2(δn) is 

V[Sλ
2(δn)]= (1/n2I2) V{L‟(θ)[L‟‟(θ)+nI]} + (1/4n4I4) V{L‟(θ)2L‟‟‟(θ)} + (λ2/n2I4) V{L‟(θ)2} + (1/n3I3) 

Cov.{L‟(θ)[L‟‟(θ) + nI] , L‟(θ)2L‟‟‟(θ)}+ {(2λ/n3I3)} Cov.{L‟(θ)[L‟‟(θ) + nI] , L‟(θ)2}                                        

+(λ/n3I4) Cov.{L‟(θ)2L‟‟‟(θ) , L‟(θ)2}                                                                                                   ..(2.5) 

Using the moment relations of the normally distributed random variables (Rao, 1961) (Aithal, and Nagnur 

1993), the above expression reduces to 

 V[Sλ
2(δn)]= (1/n2I2) V{L‟(θ)[L‟‟(θ)+nI]} + {E[L‟‟‟(θ)]2 / (4n4I4)} V{L‟(θ)2} + (λ2/n2I4) V{L‟(θ)2} 

       + {E[L‟‟‟(θ)] / (n3I4)} Cov.{L‟(θ)[L‟‟(θ) + nI] , L‟(θ)2}  

     + {(2λ/n2I3)} Cov.{L‟(θ)[L‟‟(θ) + nI] , L‟(θ)2} + {E[L‟‟‟(θ)] / (n3I4)} V{L‟(θ)2}      …(2.6) 

Using the result, 
 E[L‟‟‟(θ)] = -{3E[L‟(θ)L‟‟(θ)] + E[L‟(θ)3]}            …(2.7) 

After simplification, we get 

 V[Sλ
2(δn)]= K02/I + [1/I2] [K30

2/2 + K11K30 – K11
2/2] + [2λ2/I2] – [2λ/I2][K11 + K30],               …(2.8) 

Where, 

 Kij = E[(L‟(θ)/ √n)i ({L‟‟(θ) + nI}/√n)j] 

The minimum of V[Sλ
2(δn)] occurs when λ = (K11+K30)/2 and the minimum value of the variance is the s.o.e. of 

δn and is denoted by 

 E2 = (1/I2)[I K02 – K11
2].              …(2.9)     

This result coincides with the s.o.e. of the maximum likelihood estimator of θ which is most efficient among all 

f.o.e.estimators of θ.(Rao,1961) 

 

III. Relation With Statistical Curvature And Bias Correct Variance Of δn 

Fisher (1925) has called E2 as the loss of information in using δn as an estimator of θ. The quality (nI – 

E2) is defined as the second order information of the maximum likelihood estimator by Hosoya(1985). 
Efron(1976) gives the relationship E2 = Iγθ

2, where γθ
2 is the statistical curvature of f(x,θ) at θ. We can directly 

compute the bias and variance of δn from (2.3), which reduces to 

 E (δn – θ) = b (θ)/n + o (1/n),       …(3.1) 

and 

V(δn) = 1/nI + 2b‟(θ)/n2I + (1/n2) {[2(I K02 – K11
2) + (K11 + K30)

2]/2I4} + o(1/n2)            …(3.2) 

Where, b(θ) = -(K11 + K30)
2/2nI2.(Gudi and Nagnur,2004) 

 The above expression agrees with the expressions of Cox and Hinkley (1975) for the maximum 

likelihood estimator of θ. The variance of the bias corrected estimator δn
∗  = δn – b(θ)/n is 

 V(δn
∗ ) = 1/nI + ψ(θ)/n2 + o(1/n2),                     …(3.3) 

where, 
 ψ(θ) = [2(I K02 – K11

2) + ( K11 + K30)
2]/2I4 

         = E2/I
2 + (K11 + K30)

2/2I4       …(3.4) 

 

IV. Examples 
(a) Multinomial Distribution: Rao (1961, 1963) has discussed the computation of E2 for the mutinomial 

distribution with the cell probabilities depending on a real parameter θ. Suppose that for a k-cells multinomial 

distribution π1(θ),…..,πK(θ) are the cell probability with the observed proportions p1,…..,pK . The log-likelihood 

function L(θ)=  pk
1 r log πr (θ).  Let θn

∗  be an estimator obtain by minimizing the distance function  

∆(p,π)=Σ[h(pr )-h(πr)]
2 (Taylor 1953). In this case, the estimator θn

∗  is a consistent asymptotically normal (CAN) 

estimator of θ.By following above procedure (1.1) and (2.1),we get 
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E2 = (μ02 – 2μ21 + μ40)/I – I – (μ11 – μ30)
2/I2,                                                                               …(4.1) 

where, I =  (πk
1 r

‟)2/ πr , K11 = μ11 – μ30  K02 = μ02 – 2μ21 + μ40 – I2 and μij=   (πk
1 r

‟/ πr)
i (πr

‟‟/πr)
j πr. 

(b)Cauhcy Distribution(location parameter): Consider a Cauchy distribution having the p.d.f. 

              f(x,θ)=(1/π)[1/{1+(x-θ)2}],                 -∞<x<∞, -∞<θ<∞ .                                          

The log-likelihood function L(θ)=(2/π)Σ(xi- θ)/[1 + (xi +θ)2].Let θn
∗  be the sample median which is                a 

√n-consistent estimator of θ.By following (1.1) and (2.1) , routine computation yield I=1/2,              

K11=0,K02=5/8 .Substituting these values in (2.9) we get,E2=1.25.                                  …(4.2)                                                                                                                                                                    

(c) Cauchy Distribution (scale parameter): Consider a Cauchy distribution having the p.d.f. 

 f(x,θ) =[ θ/π] [1/( θ2 + x2)] ,  -∞<x<∞,θ>0. 

The log-likelihood function L(θ)=(1/π)Σ[1/θ – 2θ/(xi
2 +θ2)].Let θn

∗  be the sample quartile deviation          and is a 
√n-consistent estimator of θ.By following (1.1) and (2.1) , routine computation yield                        I = 1/2θ2 , 

K11 = -1/2θ3 , K02 =5/8θ4. The log-likelihood function L(θ)=(1/π)Σ[1/θ – 2θ/(xi
2 +θ2)].Let θn

∗  be the sample 

quartile deviation which is a √n-consistent estimator of θ.By following (1.1) and (2.1) , routine computation 

yield                         

Substituting these values in (2.9), we get E2 = 1/4θ2 .                                                      …(4.3) 
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