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Abstract: Suppose that we have a time series of data like the one with the form 𝑋1, 𝑋2, 𝑋3 , … , 𝑋𝑁 . In the present 

paper, an effort takes place for searching on periodicities in the above series. More precisely this random 

variable X takes four distinct values: a, b, c and d. These values can be distributed in such a way that the 

periodicities can be seen even with the naked eye or, more likely, they may be latent ones.A special technique, 

proposed initially in 2009 and based on Systematic Sampling (SyS) is used to disclosure any periodicity latent 

or obvious. This technique helps to reveal periodicities and ultimately determines the period value T. The 

distribution of the values of the set {a, b, c, d} is not necessarily (discrete) uniform, although in the most popular 

applications it is the case, at least approximately.Several illustrative examples are given, in order to make clear 

the process of revealing the periodicity in the series with four discrete values.These can be exploited for the 

discovery of periodicities in chain of DNA. They can become a key parameter in a reading and identification 

effort for the chain of DNA. 
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I. Introduction 
A key property of a time series [1],[2],[3],[4],[5]𝑋1 , 𝑋2 , 𝑋3, … , 𝑋𝑁 . is it presents or not some kind of 

periodicity. There are time series with periodicity revealed with a naked eye. But there are some series where 

the periodicity (and the period of course) should be investigated by a systematic way which undoubtedly 

highlights the existence of any periodicity [6],[7],[8],[9]. 

One way for the enhancement of any periodicity in time series and determining the period T, is based 

on the use of Systematic Sampling (SyS) [10] [5]. The Target Population for this is the above time seriesn [11]. 

It has turned out that the use of SyS can reveal the existence or no of some periodicity in time series data[11]. 

This method calculates the period T, automatically. The data of the time series can be real numbers, generally. It 

is sometimes also of special interest, to reflect on a time series with respect to the periodicity, when a random 

variable X representing the time series takes its values from a set with a small number of items, e.g. A = 

{1,2,3,4}. This may be useful in the study of the DNA sequence, etc [12],[13],[14],[15],[16].  

The case to have time series with discrete values (and specially) the above 4 is addressed specifically in 

this paper in theory and examples. In Farmakis work [11] the time series with two discrete values was fully 

studied. 

 

II. TIME SERIES 1-2-3-4 
We consider the time series 𝑋1, 𝑋2 , 𝑋3 , … , 𝑋𝑁 , with length value N large enough, e.g. 𝑁 > 500 and 

where the values of 𝑋𝑚 , 𝑚 = 1,2,3, … , 𝑁 are random variables (rv) taking the values 1,2,3 and 4 only. Also, we 

are interested to see if the values of the time series have a periodicity with a period T, i.e. we like to see if 

applicable 𝑋𝑟+𝑇 = 𝑋𝑟 , 𝑟 = 1,2,3, … , 𝑇. To achieve this finding may help a simple view on the data. This view 

sometimes is not sufficient.  

 

See the following example: 

 

Example 1: 
We have the following single-digit time series data is written into two tables-delta with different length 

marking line. In Table 1 we have k = 15 digits-data time series per line. In Table 2 we have n = 42 digits per 

line. 
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Table 1: Line Length k=15 

123342312334231 

233423123342312 

334231233423123 

342312334231233 

423123342312334 

231233423123342 

312334231233423 

123342312334231 

233423123342312 

334231233423123 

342312334231233 

423 

 

Table 2:Line Length k=42 

123342312334231233423123342312334231233423 

123342312334231233423123342312334231233423 

123342312334231233423123342312334231233423 

123342312334231233423123342312334231233423 

 

The fact that we are writing the data of the time series in terms of length k means that we try to have 

systematic samples of size n taken from N = 168 elements of the time series (part). Some samples have of size 

𝑛 =  
𝑁

𝑘
  and for some of them have 𝑛 =  

𝑁

𝑘
 + 1 where the symbol  𝑥  is the integer part of the real number x, 

Farmakis (2009a), chap. 4
th
  pp 116-117 [10]. 

We see that in Table 2 each column-sample consists of equal elements and of course the mean value of 

the sample is equal to the unique element of the sample, i.e.  1 ≤ 𝑥 𝑏 ≤ 4. Also, in Table 1 and in each column-

sample there are elements of several sizes from {1,2,3,4}. So the mean value of the sample is 1 < 𝑥 𝑎 < 4. 

Obviously, it follows that 𝑉𝑎𝑟𝑥 𝑎 < 𝑉𝑎𝑟𝑥 𝑏 . The difference between the two variances of the samples is very 

large. We face variance of two different class of magnitude. In the present sample of n = 168 elements are: 

1st) In Table 1 mean value of 15 sample mean values is 𝑥 𝑎 =
424

165
= 2.5697 and the dispersion of the 

15 sample values is 𝑉𝑎𝑟𝑥 𝑎 = 0.0187.  

2) In Table 2 the mean value of the 42 means is 𝑥 𝑏 =
18

7
= 2.5714 and the dispersion of the 42 of 

sample means values is 𝑉𝑎𝑟𝑥 𝑏 = 0.8163. Obvious that 𝑉𝑎𝑟𝑥 𝑎 < 𝑉𝑎𝑟𝑥 𝑏  and for the class of the magnitude we 

have:  
𝑉𝑎𝑟 𝑥 𝑏

𝑉𝑎𝑟 𝑥 𝑎
=

0.8163

0.0187
= 43.65.  

It is essential to note that from the Table 2 we have the obvious conclusion that the time series period is 

T = 7. In the contrary from Table 1 is not an easy thing a conclusion like this. 

 

Example 2:  

We have the following single-digit time series data, according to Example1 data written back into 

"pages" of different widths, the tables 3 and 4 Population size N = 168. 

 

Table 3: Line Length k=15 

123412341234123 

412341234123412 

341234123412341 

234123412341234 

123412341234123 

412341234123412 

341234123412341 

234123412341234 

123412341234123 

412341234123412 

341234123412341 

234 
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Mean Value 2.5ax   

and VEariance

2

1

11
0.008264aVarx    

 

Table 4: Line Length k=40 

1234123412341234123412341234123412341234 

1234123412341234123412341234123412341234 

1234123412341234123412341234123412341234 

1234123412341234123412341234123412341234 

12341234 

Mean Value 2.5
b

x   

Variance 5
4

1.25
b

Varx    

 

In this case two things occur essentially: 

1st) It is noted with naked eye a periodicity with period T = 4, based on the (“page”) length k = 40 in 

table 4 lines, which is a multiple of four. 

2) The dispersion of the sampling average multiples in Table 4 than it is in Table 3. In fact we have not 

just 𝑉𝑎𝑟𝑥 𝑎 < 𝑉𝑎𝑟𝑥 𝑏but  
𝑉𝑎𝑟 𝑥 𝑏

𝑉𝑎𝑟 𝑥 𝑎
=

1.25

0.008264
= 151.25.  

 

III. A More General View, Algorithm 
The conclusions of the two examples of the previous paragraph bring to the surface a more general but 

important conclusion for the time series and, more generally, for numbered data, which show some periodicity. 

In general, this conclusion is summarized and proved in [11] as: 

"When the data length k is a multiple of the T period then the dispersion of the sample mean value of 

the SyS becomes very large. It becomes disproportionately greater than the dispersion we have for the sample 

mean value when the data length k is not a multiple of the T period" 

It is clear that the time series 𝑋1, 𝑋2 , 𝑋3, … , 𝑋𝑁  can be written on pages with an index line length equal 

to 𝑘 = 2,3,4, … ,  
𝑁

2
 . 

When k = T, or when k is a multiple of T, then there is a disproportionately large dispersion value of 

the sample mean value 𝑉𝑎𝑟𝑥 . 
 

The above finding leads to the computation of the following algorithm: 

Step 1: For each value of the display line length k, we create the corresponding table of k-column 

samples. 

Step 2: We find for each sample column of the length table k the mean value and we have k mean 

values. 

Step 3: For each length table k we find the dispersion of the k values of step 2, 𝑉𝑎𝑟𝑥  𝑘 . 

Step 4: By studying the values 𝑉𝑎𝑟𝑥  𝑘 , we try to see for which k values we have disproportionately 

large values of the dispersion. If there is a periodicity of the time series values, say period T, then there will be 

such extreme large values of the dispersion of the sampling mean value for k=T length of display. The fraction 

of the extreme value of the dispersion to any other dispersion (with length k not a multiple of T) is usually a few 

tens and depends quite significantly on the range of 𝑅 = 𝑋𝑚𝑎𝑥 −𝑋𝑚𝑖𝑛  of the time series values.  

In all the above it is generally assumed that in the time series 𝑋1, 𝑋2, 𝑋3 , … , 𝑋𝑁  there are no deviations 

from the definition rule of 𝑋𝜆 = 𝑋𝜆+𝜌𝛵 , 𝜆 = 1,2,3, … , 𝛵 𝑎𝑛𝑑 𝜌 = 1,2,3, … 

Here comes the question: What will happen if we have deviations from the rule  

𝑋𝜆 = 𝑋𝜆+𝜌𝛵 ? The next paragraph tries to give some answers, mainly through examples. There are some outlets 

and the general problem has not yet found the complete solution. 

 

IV. Existence Of Derogations In Frequency 
When the time series is periodic, its definition equation applies: 

𝑋𝜆+𝜌𝛵 = 𝑋𝜆 , 𝜆 = 1,2,3, … , 𝛵 𝑎𝑛𝑑 𝜌 = 1,2,3, …    (4.1) 

This is the case without derogations. If any derogations exist, then the relation (4.1) takes the form 

𝑋𝜆+𝜌𝛵 = 𝑋𝜆 + 𝑒𝜌 ,𝜆 , 𝜆 = 1,2,3, … , 𝛵 𝑎𝑛𝑑 𝜌 = 1,2,3, … 
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If it is 𝑒𝜌 ,𝜆 = 0, then they apply almost as they are. Simply the fraction of dispersions of the sample 

mean values 
𝑉𝑎𝑟 𝑥 𝑏

𝑉𝑎𝑟 𝑥 𝑎
 in paragraph 2 is a little less than the ones in paragraph II. 

If 𝑒𝜌 ,𝜆 ≠ 0, then it is interesting to see the quantity 𝐸𝑒𝜌 ,𝜆
2  (in principal) in relation to the mean value EX 

of the time series. Sometimes a deviation of squares of a size like 
𝐸𝑒𝜌 ,𝜆

2

𝛦𝛸
= 0,30  leaves indifferent the periodicity 

as it is found through the algorithm. 

 

Some more examples: 

Example 3:  

We have a series of numbered elements with values of the set  

A = {1,2,3,4} of length N = 1000 and its data follows totally and iteratively the rate 12341234 ... This is the 

time series X-1 

From the above series another length is produced, again 1000 whose elements are the elements of X-1 

except that in 21 positions randomly selected we have moved the elements of these positions to one of their 

neighbors. The new series is the X-2 time series. The sum of the squares of the differences in the two time series 

components is 122. Obviously the two rows are identified at 958 points. What is running on if we apply the 

algorithm in paragraph 3 to the two series? 

We note that it is 𝐸𝑒𝜌 ,𝜆
2 = 0.122, and 

𝐸𝑒𝜌 ,𝜆
2

𝛦𝛸
=

0.122

2.5
= 0.0488 < 0.05, that is a very small relative 

deviation of X-2. Such a deviation leaves almost intact the X-2 periodicity character that behaves almost the 

same as X-1, as shown by the two figures at the end of this example. Note that from X-1 we can take with other 

interventions and other series like X-2. Indeed, with similar interventions, we took four other time series, X-3, 

X-4, X-5 and X-6. The following table 5 gives the sums of squares of differences (deviations) of 6 rows and for 

each of them: 

 

Table 5:Sums of squares of differences (deviations)for X-1,X-2,…, X-6  

Time Series  Χ-1 Χ-2 Χ-3 Χ-4 Χ-5 Χ-6 

 𝑒2 0 122 149 440 109 100 

𝑉𝑎𝑟𝑚𝑎𝑥 𝑥  1.6667 1.5083 1.4867 1.1316 1.5299 1.5632 

 

A simple observation shows that the quantities  𝑒2  and 𝑉𝑎𝑟𝑚𝑎𝑥 𝑥 are connected with a decreasing 

function. Calculations have shown that the relationship is linear with a linear correlation coefficient r = -0.9987, 

i.e. that 97.74% of its variations 𝑉𝑎𝑟𝑚𝑎𝑥 𝑥  are due to the variations of the derogations and 𝑉𝑎𝑟𝑚𝑎𝑥 𝑥  is 

descending against derogations. The relative regression equation is: 

𝑉𝑎𝑟𝑚𝑎𝑥 𝑥 = 1.6682 − 0.00122(4.2) 

We also list 2 of the 6 figures illustrating the periodic nature of the time series. They correspond to X-1 and X-2: 

 

Figure 1:The periodic nature of the time seriescorrespond to X-1 
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Figure 2: The periodic nature of the time series correspond to X-2 

 
 

V. Implementation Algorithm By Matlab 
To implement the algorithm a MatLab program was developed which accepts the time series x and 

returns a table (pin_var) with fluctuations for each 𝑘 = 2,3,4, … ,  
𝑁

2
 . The graph of this table (pin_var) gives us 

figures 1 and 2. From where one can very easily discover the periodicity of the time series. 

 

[N M]=size(x); 

pin_var=[]; 

for k=2:N/2 

i=N/k; 

    p=zeros(i,k); 

ti=1; 

for i1=1:i 

for k1=1:k 

        p(i1,k1)=x(ti,1); 

ti=ti+1; 

end 

end 

    x1=[]; 

for k1=1:k; 

tempx=mean(p(:,k1)); 

        x1=[x1;tempx]; 

end 

pin_var=[pin_var;kvar(x1)]; 

end 
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VI. Conclusion 
In this paper we presented a relatively simple algorithm for calculating time series periodicity with 

discrete values. 

In case of non-numeric data (discrete data), then we transform the data into numeric by replacing each 

symbol with a number of 1,2,3, ... 

The T-calculation algorithm is based on the use of Systemic Sampling (SyS). The use of the SyS may 

reveal the occurrence or non-periodicity of the elements of a time series and the method also automatically 

calculates the value of the T period. 

The study was done on the elements of a time series with respect to its periodicity with elements of a 

particular set with a small number of elements: A = {1,2,3,4}. These elements could be a sequence of DNA. 
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