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Abstract:  
In this paper we characterize the generalisation of contraction in Hilbert space and 𝐶(𝛼)- Suboperator class 

and establish some new result in the class of 𝐶(𝛼)- Suboperator [1] and its contractive extensions of a 𝐶(𝛼)- 

Suboperator class in a complex Hilbert space. The characterizations include a quadratic form inequality. The 

bounded linear operator 𝑇 in complex Hilbert space which satisfy 𝑇 = 𝛽𝐼 + (1 − 𝛽)𝑈 where 𝛽 ∈ (0,1) and 𝑈 

is a contraction (‖𝑈‖ ≤ 1). 
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I. Introduction: 
Let 𝐻 be a complex Hilbert space with the inner product (. , . ) and the norm ‖. ‖ . Here an operator in 

𝐻 means a linear map 𝑇: 𝐷(𝑇) ⊂ 𝐻 → 𝐻 whose domain 𝐷(𝑇) is a linear subspace of 𝐻. Also 𝜎(𝑇) is the 

spectrum of 𝑇 and 𝑅(𝑇) is the range, moreover 𝐿(𝐻) denotes the space of all bounded linear operator on 𝐻 . 

𝑃𝐻0
denote the orthogonal projection in a Hilbert space 𝐻 on to its subspace 𝐻0. 

 

Definition 1.1: Let 𝛼 ∈ (0,
𝜋

2
) and let a linear operator 𝑇 in 𝐻 be defined on the subspace 𝐻0 with the condition              

‖𝑇𝑠𝑖𝑛𝛼 ± 𝑖𝑐𝑜𝑠𝛼𝐼‖ ≤ 1                                                  (1) 

If in the case  𝐻0 = 𝐻, we say that 𝑇 belongs to the class 𝐶(𝛼)  and if in the case    𝐻0 ≠ 𝐻, the 

operator  𝑇  is called a 𝐶(𝛼)- Suboperator. It is clear that if   𝑇 ∈ 𝐶(𝛼) iff 𝑇∗ ∈ 𝐶(𝛼). It is easy to see that the 

condition (1) is equivalent to 

𝑠𝑖𝑛𝛼(‖ℎ‖2 − ‖𝑇ℎ‖2) ≥ 2𝑐𝑜𝑠𝛼|𝐼𝑚(𝑇ℎ, ℎ)|     for all ℎ ∈ 𝐻0               (2) 

It is clear that the operators from the class 𝐶(𝛼) and 𝐶(𝛼)- Suboperators are contractions and this type 

of operator define the class 𝐶(0) as the set of all self-adjoint contractions in 𝐻 and a nondensely defined 

Hermitian contraction we will call a 𝐶(0)- Suboperator. 

Let 0 < 𝑡 < 𝜋, we define open sector as 𝑆𝑡 = {𝑧 ∈ ℂ
(0)⁄ ∶ |𝑎𝑟𝑔𝑧| < 𝑡} and its closure 𝑆�̅� =

{𝑧 ∈ ℂ
(0)⁄ ∶ |𝑎𝑟𝑔𝑧| ≤ 𝑡}  we consider the following 𝑎𝑟𝑔 with value in [−𝜋, 𝜋]. 

 

Definition 1.2: Let −1 < 𝑢 < 0 and 0 ≤ 𝑣 < 𝜋, we denoted by𝜃𝑣
𝑢(𝐻),for the set of all closed linear operator 

𝑇: 𝐷(𝑇) ⊂ 𝐻 → 𝐻 which satisfy   (a) 𝜎(𝑇) ⊂ 𝑆𝑣  (b) For any 𝑣 < 𝑡 < 𝜋, there exit a positive constant 𝑐𝑡 such 

that ‖(𝑧 − 𝑇)−1‖ ≤ 𝑐𝑡|𝑧|𝑢, for any 𝑧 ∉ 𝑆𝑡  then this linear operator 𝑇 is called sectorial operator in 𝐻 if 𝑇 ∈
𝜃𝑣

𝑢(𝐻) .It is clearly it having non-densely domain and range. 

𝐶(𝛼)- Suboperators or operator of the class 𝐶(𝛼) naturally arise in the Fractional linear transformation 

of the form (𝐼 − 𝑆)(𝐼 + 𝑆)−1 of sectorial linear relation S with vertex at the origin and the semi angle 𝛼 [2]. 

Let 𝑇 be a non-densely defined contraction in the complex Hilbert space 𝐻 with 𝐷(𝑇) = 𝐻0. By M.G. 

Crandall [3], gave a parametric form of all contractive extension on 𝐻 of the operator 𝑇 in the operator form as 

�̅�𝑀 = 𝑇𝑃𝐻0
+ (𝐼 − 𝑇𝑇∗)

1
2⁄ 𝑀𝑃𝑅                           (3) 

Where 𝑇∗: 𝐻 → 𝐻0 is adjoint of 𝑇 and 𝑅 = 𝐻 ⊖ 𝐻0, and 𝑃𝐻0
, 𝑃𝑅 are orthogonal projection in 𝐻 on to 

𝐻0 and 𝑅 respectively and  𝑀: 𝑅 → 𝑟𝑎𝑛̅̅ ̅̅ ̅(𝐼 − 𝑇𝑇∗)
1

2⁄  is a contractive parameter. This description of all such 

extension of a non-densely defined contraction 𝑇 is in the form of block operator matrices. We will often use 

the following well known result of R.G. Dauglus [4]. 

 

Theorem 1.3: [4] For every 𝑆, 𝑇 ∈ 𝐿(𝐻) the following statement are equivalent: 

(a) 𝑟𝑎𝑛 𝑆 ⊂ 𝑟𝑎𝑛 𝑇 

(b) 𝑆 = 𝑇𝑈   for some  𝑈 ∈ 𝐿(𝐻) 

(c) 𝑆𝑆∗ ≤ 𝜆𝑇𝑇∗   for some 𝜆 ≥ 0 . 

In this case there is a unique 𝑈 satisfying  ‖𝑈‖ =  [𝑖𝑛𝑓{𝜆: 𝑆𝑆∗ ≤ 𝑇𝑇∗}]
1

2⁄   and  𝑟𝑎𝑛 𝑈 ⊂ 𝑟𝑎𝑛 ̅̅ ̅̅ ̅̅ 𝑇∗ . 
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Let 𝑇 be contraction operator which satisfy the inequality                                                   ‖ℎ‖2 − ‖𝑇ℎ‖2 ≥

𝛼𝑅𝑒((𝐼 − 𝑇)ℎ, ℎ)                   (4) 

For some 𝛼 > 0 and all ℎ ∈ 𝐻, then 𝑇 has a form 

𝑇 = 𝜇𝐼 + (1 − 𝜇)𝑈                                               (5) 

Where 𝑈 is a contraction (‖𝑈‖ ≤ 1) and 𝜇 ∈ (0,1) this means that the spectrum of 𝑇 is contained in a 

disk (𝑧 ∈ 𝐶: |𝑧 − 𝜇| ≤ 1 − 𝜇) and this type of inequality is called quadratic form inequality , and one has 

‖𝑇𝑛ℎ‖ ≤ ‖𝑒−𝜖𝑛(𝐼−𝑇)ℎ‖ for some 𝜖 ∈ (0,1) and ℎ ∈ 𝐻 , 𝑛 ∈ 𝑁. This is a type of domination of the discrete 

semigroup (𝑇𝑛)𝑛∈𝑁 by the continuous time semigroup (𝑒−𝑡(𝐼−𝑇))
𝑡≥0

 . A generalization of (5) had formulated by 

Nevanlinna [5] who obtained the following results. 

 

Theorem 1.4 : Let 𝐻 be complex Hilbert space and 𝑇 ∈ 𝐿(𝐻),the following two condition are equivalent. 

(a) there exist 𝜇 ∈ (0,1), 𝑈 ∈ 𝐿(𝐻) such that 𝑠𝑢𝑝𝑛∈𝑁‖𝑈𝑛‖ < ∞ and                                                   𝑇 =
𝜇𝐼 + (1 − 𝜇)𝑈 

(b) there exist constant 𝑎, 𝑏 > 0 such that ‖𝑒𝑧𝑇‖ ≤ 𝑎𝑒|𝑧|(1−𝑏𝜃2) for all 𝑧 ∈ 𝐶  with      𝑧 = |𝑧|𝑒𝑖𝜃 , 𝜃 ∈

[−𝜋, 𝜋]  , Moreover, if these condition hold, then  𝑠𝑢𝑝𝑛∈𝑁‖𝑇𝑛‖ < ∞ ,       𝑠𝑢𝑝𝑛∈𝑁𝑛
1

2⁄ ‖𝑇𝑛 − 𝑇𝑛+1‖ < ∞ . 

 

II. Contractions And Their Contractive Extensions 
Let  𝐻  and 𝐻, be two Hilbert space and let suppose 𝐻0 is a subspace of 𝐻 and 𝑇: 𝐻0 → 𝐻, is a non-

densely contraction. The operator �̃� defined on 𝐻  is called a contractive extension of 𝑇  if  �̃� ⊃ 𝑇  and ‖�̃�‖ ≤ 1 

. let 𝑇 ∈ 𝐿(𝐻0, 𝐻,)  and 𝑇∗ ∈ 𝐿(𝐻 ,, 𝐻0) be its adjoint operator and 𝑅 = 𝐻 ⊖ 𝐻0 . the following theorem 

considered by M.G Crandall [6]. 

 

Theorem 2.1: The result   �̃� = 𝑇𝑃𝐻0
+ (𝐼 − 𝑇∗𝑇)

1
2⁄ 𝐾𝑃𝑅 establishes 1-1 correspondense between all contractive 

extension of 𝑇 and all contraction   𝐾 from 𝑅 to closure of the range (𝐼 − 𝑇∗𝑇)
1

2⁄ . 

Proof: Let the operator �̃� be given in this result, where 𝐾 is a contraction, then 

𝑇 ∗̃ = 𝑇∗ + 𝐾∗(𝐼 − 𝑇∗𝑇)
1

2⁄  

Let for all 𝑢 ∈ 𝐻, and (𝐼 − 𝑇∗𝑇)
1

2⁄ = 𝛽(𝑠𝑎𝑦) ,then 

‖𝑇 ∗̃𝑢‖
2

= ‖𝑇∗𝑢‖2 + ‖𝐾∗𝛽𝑢‖2 

≤  ‖𝑇∗𝑢‖2 + ‖𝛽𝑢‖2  = ‖𝑢‖2 

Thus 𝑇 ∗̃ is a contraction. Hence the operator �̃� is contraction and �̃� ↾ 𝐻0 = 𝑇. 

Conversely, if �̃� is a contractive extension of 𝑇 then its adjoint �̃�∗: 𝐻 → 𝐻 is also a contraction. 

Because �̃� ⊃ 𝑇 , we get 𝑃𝐻0
�̃�∗ = 𝑇∗ . hence the operator �̃�∗ is in the form  �̃�∗ = 𝑇∗ + 𝑆 , where the range of the 

operator 𝑆 is in the contained 𝑅 = 𝐻 ⊖ 𝐻0 , it follow that  ‖�̃�∗𝑢‖
2

= ‖𝑇∗𝑢‖2 + ‖𝑆𝑢‖2 , for all 𝑢 ∈ 𝐻,. 

Since �̃�∗  is a contraction ,we obtain 

‖𝑆𝑢‖2 ≤ ‖𝑢‖2 − ‖𝑇∗𝑢‖2 ,   𝑢 ∈ 𝐻, ,by theorem 1.3 , we have  𝑆∗ = (𝐼 − 𝑇∗𝑇)
1

2⁄  𝐾 ,  where 𝐾 is a 

contraction from 𝑅 to 𝐶𝑇∗ , where 𝐶𝑇∗ is the closure of the range space of (𝐼 − 𝑇∗𝑇)
1

2⁄ . 

We extend this result as a consequence for �̃� = 𝑇𝑃𝐻0
+ (𝐼 − 𝑇∗𝑇)

1
2 ⁄ 𝐾𝑃𝑅 with non-densely 

contraction 𝐾 ∈ 𝐿(𝑅, 𝐶𝑇∗) has the following relations 

‖(𝐼 − �̃�∗�̃�)
1

2⁄
𝑣‖

2

= ‖ [(𝐼 − 𝑇∗𝑇)
1

2⁄  𝑃𝐻0
− 𝑇∗𝐾𝑃𝑅] 𝑣‖

2

 

+ ‖(𝐼 − 𝐾∗𝐾)
1

2⁄ 𝑃𝑅𝑣‖
2

, 𝑣 ∈ 𝐻                           (6) 

and ‖[𝐼 − (�̃�∗)
∗
�̃�∗]𝑢‖

2
=  ‖[𝐼 − (𝐾∗)∗𝐾∗][𝐼 − (𝑇∗)∗𝑇∗]𝑢‖2   ,   𝑢 ∈ 𝐻,     (7) 

since   𝑇∗𝐶𝑇∗ ⊂ 𝐶𝑇,  from relation (5) gives, 

𝑖𝑛𝑓 {‖(𝐼 − �̃�∗�̃�)𝑣 − (𝐼 − �̃�∗�̃�)𝑤‖
2

∶ 𝑤 ∈ 𝐻0} = ‖(𝐼 − 𝐾∗𝐾)
1

2⁄ 𝑃𝑅𝑣‖
2

, for all 𝑣 ∈ 𝐻 

This implies that,   𝑅𝑎𝑛𝑔𝑒(𝐼 − �̃�∗�̃�)
1

2⁄
⋂ 𝑅 = 𝑟𝑎𝑛𝑔𝑒(𝐼 − 𝐾∗𝐾)

1
2⁄  and by (7) implies that 

𝑅𝑎𝑛𝑔𝑒[𝐼 − (�̃�∗)
∗
�̃�∗]

1
2⁄

= [𝐼 − (𝑇∗)∗𝑇∗]
1

2⁄  𝑟𝑎𝑛𝑔𝑒[𝐼 − (𝐾∗)∗𝐾∗]
1

2⁄  . 

 

III. Matrix Representation Of Contractive Extensions 
If possible, the Hilbert space 𝐻, is decomposed in the way as 𝐻, = 𝐻0 

, ⨁ 𝑀, then we write 𝑇 = 𝐶∗ +

𝑇0 , where 𝑇0 = 𝑃𝐻0
, 𝑇 ∈ 𝐿(𝐻0,𝐻0

, ) and 𝐶∗ = 𝑃𝑀𝑇 ∈ 𝐿(𝐻0, 𝑀). 
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Then, we transform 𝑇 in matrix form = [
𝐶∗

𝑇0
] , but 𝑇 is a contraction, we have      ‖𝑇0ℎ0‖2 +

‖𝐶∗ℎ0‖2 ≤ ‖ℎ0‖2    for all  ℎ0 ∈ 𝐻0 , then 

                                  𝐶∗ = 𝐾0(𝐼 − 𝑇0
∗𝑇0)

1
2⁄                                                       (8) 

Where 𝐾0 is operator from closure of the range (𝐼 − 𝑇0
∗𝑇0)

1
2⁄  to 𝑀, which is also contraction. A 

bounded extension �̃� of 𝑇 also has the matrix representation as 

�̃� = [
𝐶∗ 𝐵
𝑇0 𝐷

]: [
𝐻0

𝑅
] → [

𝐻0
,

𝑀
] 

In this representation, the block matrix description of 𝐵 and 𝐷 of all contractive extension �̃� was 

obtained in [7] . here we propose another approach based on the Crandall,s form [6] 

 

Theorem 3.1:  The consequence �̃� = [
𝑇0 𝑑𝑇0

∗𝑆

𝐾0𝑑𝑇0
−𝐾0𝑇0

∗𝑆 + 𝑑𝐾0
∗𝑈𝑑𝑆

] ∶ [
𝐻0

𝑅
] → [

𝐻0
,

𝑀
]         (9) establishes 1-1 

correspondence between all contractive extension �̃� of the contraction 𝑇 = 𝑇0 + 𝐾0𝑑𝑇0
 and all pairs (𝑆, 𝑈) of 

contractive operator where  𝑆 ∈ 𝐿(𝑅, 𝐶𝑇0
∗) and 𝑈 ∈ 𝐿(𝐶𝑆, 𝐶𝐾0

∗)  and non-negative square root 𝑑𝑇 = (𝐼 − 𝑇∗𝑇)
1

2⁄   

which is also called defect operator of 𝑇. 
Proof: since from theorem 2.1, we have that   𝑇∗ = 𝑇0

∗𝑃𝐻0
, + 𝑑𝑇0

𝐾0
∗𝑃𝑀 ,then for all 𝑢 ∈ 𝐻,, we have , ‖𝑢‖2 −

‖𝑇∗𝑢‖2 = ‖𝑃𝐻0
, 𝑢‖

2
+ ‖𝑃𝑀𝑢‖2 − ‖(𝑇0

∗𝑃𝐻0
, + 𝑑𝑇0

𝐾0
∗𝑃𝑀)𝑢‖

2
 

=  ‖𝑃𝑀𝑢‖2 + ‖𝑃𝐻0
, 𝑢‖

2
− ‖𝑇0

∗𝑃𝐻0
, 𝑢‖

2
− ‖𝑑𝑇0

𝐾0
∗𝑃𝑀𝑢‖

2
− 2𝑅𝑒(𝑇0

∗𝑃𝐻0
, 𝑢, 𝑑𝑇0

𝐾0
∗𝑃𝑀𝑢) 

= ‖𝑑𝑇0
∗𝑃𝐻0

, 𝑢‖
2

− ‖𝐾0
∗𝑃𝑀𝑢‖2 + ‖𝑇0𝐾0

∗𝑃𝑀𝑢‖2 − 2𝑅𝑒(𝑑𝑇0
∗𝑃𝐻0

, 𝑢, 𝑇0𝐾0
∗𝑃𝑀𝑢) + ‖𝑃𝑀𝑢‖2 

= ‖𝑑𝑇0
∗𝑃𝐻0

, 𝑢 − 𝑇0𝐾0
∗𝑃𝑀𝑢‖

2
+ ‖𝑑𝐾0

∗𝑃𝑀𝑢‖
2
 

And hence,  ‖𝑑𝑇∗𝑢‖2 = ‖𝑑𝑇0
∗𝑃𝐻0

, 𝑢 − 𝑇0𝐾0
∗𝑃𝑀𝑢‖

2
+ ‖𝑑𝐾0

∗𝑃𝑀𝑢‖
2
                         (10) 

Since the equality 𝑇0𝑑𝑇0
= 𝑑𝑇0

∗𝑇0  , so we get  𝑇0𝐶𝑇0
⊂ 𝐶𝑇0

∗ and  since  𝑟𝑎𝑛𝑔𝑒(𝐾0
∗) ⊂ 𝐶𝑇0

 thus from (10) 

‖𝑑𝐾0
∗𝑃𝑀𝑢‖

2
= 𝑖𝑛𝑓{‖𝑑𝑇∗(𝑢 − 𝑣)‖2 ∶ 𝑣 ∈ 𝐻0}                                        (11) 

Let 𝜘0
, = 𝑑𝑇∗𝐻0

,̅̅ ̅̅ ̅̅ ̅̅  and 𝑀0
, = 𝐶𝑇∗ ⊖ 𝜘0

,
 , so  𝑀0

, = (𝑚 ∈ 𝐶𝑇∗ ∶ 𝑑𝑇∗𝑚 ∈ 𝑀)  , and  from  (10) and (11)  we get ,   

‖𝑃𝜘0
, 𝑑𝑇∗𝑢‖

2
= ‖𝑑𝑇0

∗𝑃𝐻0
, 𝑢 − 𝑇0𝐾0

∗𝑃𝑀𝑢‖
2
 , and 

‖𝑃𝑀0
, 𝑑𝑇∗𝑢‖

2
=  ‖𝑑𝐾0

∗𝑃𝑀𝑢‖
2

           𝑢 ∈ 𝐻,                                             (12) 

Thus,             ‖𝑃𝜘0
, 𝑑𝑇∗𝑤‖

2
=  ‖𝑑𝑇0

∗𝑤‖
2

 ,   𝑤 ∈ 𝐻0
,
 

From (12), we define a unitary operator 𝑈0 ∈ 𝐿(𝜘0
, , 𝐶𝑇0

∗)  and  𝑍0 ∈ 𝐿(𝑀0
, , 𝐶𝐾0

∗) such a way that 

                𝑈0𝑃𝜘0
, 𝑑𝑇∗𝑢 =  𝑑𝑇0

∗𝑃𝐻0
, 𝑢 − 𝑇0𝐾0

∗𝑃𝑀𝑢 

𝑍0𝑃𝑀0
, 𝑑𝑇∗𝑢 = 𝑑𝐾0

∗𝑃𝑀𝑢 ,           𝑢 ∈ 𝐻,                                (13) 

Since adjoint of unitary operator is equal to its inverse that means  𝑈0 
∗ =  𝑈0

−1 and  𝑍0
∗ = 𝑍0

−1 , then from (13) 

we have 

𝑑𝑇∗ = 𝑈0
−1(𝑑𝑇0

∗𝑃𝐻0
, − 𝑇0𝐾0

∗𝑃𝑀) + 𝑍0
−1𝑑𝐾0

∗𝑃𝑀 

= (𝑑𝑇0
∗ − 𝐾0𝑇0

∗)𝑈0𝑃𝜘0
, + 𝑑𝐾0

∗𝑍0𝑃𝑀0
,                                             (14) 

Since 𝐾 ∈ 𝐿(𝑅, 𝐶𝑇∗) is contraction, then  𝐾 = 𝑃𝜘0
, 𝐾 + 𝑃𝑀0

, 𝐾 , put  𝑆 = 𝑈0𝑃𝜘0
, 𝐾, 𝑌 = 𝑍0𝑃𝑀0

, 𝐾 

𝐾 = 𝑆 + 𝑌,  it follows that   𝐾 = 𝑈0
−1𝑆 + 𝑍0

−1𝑌  and ‖𝐾𝑟‖2 = ‖𝐾𝑟‖2 = ‖𝑆𝑟‖2 + ‖𝑌𝑟‖2  for all 𝑟 ∈ 𝑅. 

Since 𝐾 is contraction then 𝐾 ∈ 𝐿(𝑀, 𝐶𝑇0
∗⨁𝐶𝐾0

∗) is also contraction iff 𝑌 = 𝑈𝑑𝑆  where 𝑈 ∈ 𝐿(𝐶𝑆, 𝐶𝐾0
∗) is also 

contraction. 

Again since 𝐾 ∈ 𝐿(𝑅, 𝐶𝑇∗) is contraction, then by (14) and all 𝑟 ∈ 𝑅  we get 

𝑑𝑇∗𝐾𝑟 = (𝑑𝑇0
∗ − 𝐾0𝑇0

∗)𝑆𝑟 + 𝑑𝐾0
∗𝑈𝑑𝑆𝑟                                          (15) 

Let �̅� = 𝑇𝑃𝐻0
+ 𝑑𝑇∗𝐾𝑃𝑅, then by (5) and (15) gives (9), if the �̅� is given by (6) with contraction 𝑆 ∈

𝐿(𝑅, 𝑑𝑇0
∗) and 𝑈 ∈ 𝐿(𝐶𝑆, 𝐶𝐾0

∗) then the operators  𝐾 = 𝑆 + 𝑈𝑑𝑆 and  𝐾 = 𝑈0
−1𝑆 + 𝑍0

∗𝑈𝑑𝑆  are contractions. 

Since 𝐾 ∈ 𝐿(𝑅, 𝐶𝑇∗) and hence we obtain 

�̅� = (𝑇0 + 𝐾0𝑑𝑇0
)𝑃𝐻0

+ [(𝑑𝑇0
∗ − 𝐾0𝑇0

∗)𝑆 + 𝑑𝐾0
∗𝑈𝑑𝑁]𝑃𝑅  

= 𝑇𝑃𝐻0
+ [(𝑑𝑇0

∗ − 𝐾0𝑇0
∗)𝑈0𝑃𝜘0

, + 𝑑𝐾0
∗𝑍0𝑃𝑅0

, ]𝐾𝑃𝑅  

= 𝑇𝑃𝐻0
+ 𝑑𝑇∗𝐾𝑃𝑅 

And hence �̅� is a contractive extension of 𝑇. 
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Theorem 3.2: Let 𝑇 be a 𝐶(𝛼)-suboperator in 𝐻 with dom(𝑇) = 𝐻0 ⊂ 𝐻 and                     𝑆 = (𝐼 − 𝑇∗)(𝐼 + 𝑇) 

be sectorial operator with the vertex at the origin and the semi angle 𝜃. Define the contractive extension �̅�0 =
𝑇𝑃𝐻0

 and let 

�̃�(𝑧) = [−�̅�0 + 𝑧�̅�0
∗(𝐼 − 𝑧�̅�0

∗)−1𝑑�̅�0
]  ↾ 𝐶�̅�0

 be the characteristic function [8] of �̅�0. Then there exist 

strong unitary limits   �̃�(±1) = 𝑆 − lim
𝑧→±1

�̅�(𝑧),  �̃�∗ = 𝑆 − lim
𝑧→±

�̃�∗(𝑧), (which is nontangential to the imazinary 

axis) and moreover, the operator �̃�(±1) ↾ 𝑅 are linear isometries. 

Proof: since �̅�0
∗ = 𝑇∗, then 𝑑𝑇∗ = 𝑑 �̅�0

∗,  𝑑�̅�0
= 𝑑𝑇𝑃𝐻0

+ 𝑃𝑅   and  hence  𝐶 �̅�0
∗ = 𝐶𝑇∗, 

𝐶�̅�0
= 𝐶𝑇⨁𝑅 ,  then we have, 

𝑑𝑇∗(𝐼 − 𝑧𝑇0
∗)−1𝑑𝑇𝑢 = 𝑈0

−1𝑑𝑇0
∗(𝐼 − 𝑧𝑇0

∗)−1𝑑𝑇0
𝑑𝐾0

𝑉0𝑢,     𝑢 ∈ 𝐶𝑇                      (16) 

Where 𝑉0 is an isometry from 𝐶𝑇 on to 𝐶𝐾0
. Consequently, 

�̃�(𝑧)𝑢 = −𝑇𝑢 + 𝑈0
−1[𝜑0(𝑧) + 𝑇0]𝑑𝐾0

𝑉0𝑢 ,            𝑢 ∈ 𝐶𝑇                                         (17) 

Let 𝑟 ∈ 𝑅, then, 

𝑑𝑇∗(𝐼 − 𝑧𝑇∗)−1𝑟 = 𝑑𝑇∗(𝐼 − 𝑧𝑇∗)−1(𝑟 − 𝑧𝑇∗𝑟 + 𝑧𝑇∗𝑟) 

= 𝑑𝑇∗𝑟 + 𝑧𝑑𝑇∗(𝐼 − 𝑧𝑇∗)−1𝑇∗𝑟 = 𝑑𝑇∗𝑟 + 𝑧𝑑𝑇∗(𝐼 − 𝑧𝑇∗)−1𝑑𝑇0
𝐾0

∗𝑟 

= 𝑑𝑇∗𝑟 + 𝑈0
−1[𝜑(𝑧) + 𝑇0]𝐾0

∗𝑟 

Therefore,  �̃�(𝑧)𝑟 = 𝑧𝑑𝑇∗𝑟 + 𝑧𝑈0
−1[𝜑(𝑧) + 𝑇0]𝐾0

∗𝑟 ,          𝑟 ∈ 𝑅                                (18) 

Since 𝑇0
∗ and 𝑇0 being the class 𝐶(𝛼) in the subspace 𝐻0 ⊂ 𝐻 ,there exist unitary strong limiting values 

𝜑(±1) and 𝜑∗(±1) of 𝜑(𝑧) and 𝜑∗(𝑧) respectively, this implies that there exist unitary nontangential strong 

limiting value �̃�(±1) , �̃�∗(±1) and 

�̃�(±1) = [−𝑇 + 𝑈0
−1[𝜑(±1) + 𝑇0]𝑑𝐾0

𝑉0]𝑃𝐻0
± [𝑑𝑇∗ + 𝑈0

−1[𝜑(±1) + 𝑇0]𝐾0
∗]𝑃𝑅 

Next ,we prove that �̃�(±1)  ↾ 𝑅 are linear isometry. It is easy to say that 

‖𝑟‖2 − ‖�̃�(𝑧)𝑟‖2 = (1 − |𝑧|2)‖(𝐼 − 𝑧𝑇∗)−1𝑟‖2 , 𝑟 ∈ 𝑅 

For 𝑟 ∈ 𝑅 from the equality  𝑇∗𝑃𝑅 = 𝑑𝑇0
𝐾0

∗𝑃𝑅, we have, 

(1 − |𝑧|2)
1

2⁄ (𝐼 − 𝑧𝑇∗)−1𝑟 = (1 − |𝑧|2)
1

2⁄  𝑟 + 𝑧(1 − |𝑧|2)
1

2⁄ (𝐼 − 𝑧𝑇∗)−1𝑇∗𝑟 

= (1 − |𝑧|2)
1

2⁄  𝑟 + 𝑧(1 − |𝑧|2)
1

2⁄ (𝐼 − 𝑧𝑇∗)−1𝑑𝑇0
𝐾0

∗𝑟 

Since,  ‖𝑣‖2 − ‖𝜑(𝑧)𝑣‖2 = (1 − |𝑧|2)‖(𝐼 − 𝑧𝑇∗)−1𝑑𝑇0
𝑣‖

2
 ,       𝑣 ∈ 𝐶𝑇0

   and the operator 𝜑(±1) are 

unitary in 𝐶𝑇0
. Consequently we have, 

𝑆 − lim
𝑧→±1

(1 − |𝑧|2)
1

2⁄ (𝐼 − 𝑧𝑇∗)−1𝑑𝑇0
= 0 

Therefore, for all  𝑟 ∈ 𝑅, we have , 

lim
𝑧→±1

(‖𝑟‖2 − ‖�̃�(𝑧)𝑟‖2) = lim
𝑧→±1

‖(1 − |𝑧|2)
1

2 ⁄ (𝑟 + 𝑧(𝐼 − 𝑧𝑇∗)−1𝑑𝑇0
𝐾0

∗𝑟)‖
2

 

And hence operator �̃�(±1)  ↾ 𝑅 are linear isometry. 

Theorem 3.3:  Let 𝑇 ∈ 𝐶(𝛼) - sub operator class and �̃�  be its contractive extension  such that there exist 𝜆 > 0 

with 

‖ℎ‖2 − ‖�̃�ℎ‖
2

≥ 𝜆|[(𝐼 − �̃�)ℎ, ℎ]|                                                 (19) 

For all ℎ ∈ 𝐻, then , 𝑆𝑢𝑝𝑛∈𝑁 𝑛|�̃�𝑛 − �̃�𝑛+1| < ∞. 

Proof: This inequality implies that  ‖ℎ‖2 − ‖�̃�ℎ‖
2

≥ 0 , so that �̃� is contraction. Thus this implies ‖�̃�‖ ≤ 1 and 

there exist 𝜆 > 0 such that  ‖ℎ‖2 − ‖�̃�ℎ‖
2

≥ 𝜆 𝑅𝑒[(𝐼 − �̃�)ℎ, ℎ] for all ℎ ∈ 𝐻, Consequently , 

‖ℎ‖2 − ‖�̃�ℎ‖
2

+ ‖(𝐼 − �̃�)ℎ‖
2

= 2 𝑅𝑒[(𝐼 − �̃�)ℎ, ℎ]                                      (20) 

Hence, from (19) and (20) we get,  |[(𝐼 − �̃�)ℎ, ℎ]| ≤ 2𝜆−1 𝑅𝑒[(𝐼 − �̃�)ℎ, ℎ] 

This inequality is a sectorial estimate with quadratic form which implies that the semi group  (𝑒−𝑡(𝐼−�̃�))
𝑡≥0

  is 

bounded holomorphic and hence one has a result 

‖(𝐼 − �̃�)𝑒−𝑡(𝐼−�̃�)‖ ≤ 𝜆𝑡−1 for all 𝑡 > 0 

( But we know a result for all contraction 𝑇,  ‖𝑇𝑛ℎ‖ ≤ ‖𝑒−𝜀𝑛(𝐼−𝑇)ℎ‖ , ℎ ∈ 𝑑𝑜𝑚𝑇 ) 

Using this result, we obtain a bound, 

‖(𝐼 − �̃�)�̃�𝑛‖ ≤ ‖(𝐼 − �̃�)𝑒−𝜀𝑛(𝐼−�̃�)‖ ≤ 𝜆𝑛−1,   for all 𝑛 ∈ 𝑁 

And hence we get ,  𝑆𝑢𝑝𝑛∈𝑁 𝑛|�̃�𝑛 − �̃�𝑛+1| < ∞. 

 

IV. Conclusions: 
In this article we make use of the results from previously the known results and establish some new 

results on extension of 𝐶(𝛼)-sub operator classes and also extend some results and application. 
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