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Abstract: Digital Signal Processing (DSP) blocks are the backbone of all multimedia applications and Low 

Power is an imperative requirement for portable multimedia devices handling different signal processing 

algorithms and architectures. Human beings can capture useful information even if the output is having some 

error. Thus, we need not produce exact numerical outputs. Previous researches provide the error resiliency 

through Voltage Over Scaling (VOS) by various algorithms and architectures to reduce the errors. In this 

paper, the logic complexity reduction is proposed by using approximate adders which is obtained by reducing 

the number of transistors without reducing the quality of the output signal. Simulation results shows the power 

reduction by using approximate adders compared to the actual full adder cells. 

Keywords:  Approximate Adders, Digital Signal Processing, Low Power, Mirror Adders. 

 

I. Introduction 
 Digital signal processing (DSP) blocks are used in various multimedia applications for portable 

devices. These DSP blocks implement image and video processing algorithms, where the output is either an 

image or a video. This can be identified by human beings only with limited perceptual abilities. This allows the 

outputs of these algorithms to be numerically approximate or imprecise rather than accurate. This gives some 

freedom to carry out imprecise or approximate computation. We can use this freedom for different low-power 

designs in logic, algorithmic and architectural areas. 

 The paradigm of approximate computing is specific to select hardware implementations of DSP blocks. 

It is shown in [1] that an embedded reduced instruction set computing processor consumes 70% of the energy in 

supplying data and instructions, and 6% of the energy while performing arithmetic only. Therefore, using 

approximate arithmetic in such a scenario to reduce  energy. Programmable processors are designed for general-

purpose applications with no application-specific specialization. The target is most computationally intensive 

blocks are  in these applications and build them using approximate hardware to show substantial improvements 

in power consumption with little loss in output quality. 

 Previous works that focus on low-power design through approximate computing at the algorithm and 

architecture levels include  algorithmic noise tolerance (ANT) [3]–[6], significance driven computation (SDC) 

[7]–[9], and non-uniform voltage over scaling (VOS) [10]. All these techniques are based on the central concept 

of VOS, coupled with additional circuitry for correcting or limiting the resulting errors. In [11], a fast but 

“inaccurate” adder is proposed. It is based on the idea that on average, the length of the longest sequence of 

propagate signals is approximately log n, where n is the bit-width of the two integers to be added. An error-

tolerant adder is proposed in [12] that operates by splitting the input operands into accurate and inaccurate parts. 

However, neither of these techniques target logic complexity reduction. A power-efficient multiplier 

architecture is proposed in [13] that uses a 2 × 2 inaccurate multiplier block resulting from Karnaugh map 

simplification. This paper considers logic complexity reduction using Karnaugh maps. Shin and Gupta [14] and 

Phillips et al. [15] also proposed logic complexity reduction by Karnaugh map simplification. Other works that 

focus on logic complexity reduction at the gate level are  Other approaches use complexity reduction at the 

algorithm level to meet real-time energy constraints . 

  Previous works on logic complexity reduction have focused on algorithm, logic, and gate 

levels. [1]We propose logic complexity reduction at the transistor level. We apply this to addition at the bit level 

by simplifying the mirror adder (MA) circuit. We design imprecise but simplified arithmetic units, which gives 

more power savings over conventional low-power design techniques. Complexity reduction leads to power 

reduction in two different ways. First, an inherent reduction in switched capacitance and number of transistors. 

Second, logic complexity  reduction frequently leads to shorter critical paths, which leads to voltage reduction 

without any timing-induced errors. Since DSP blocks mainly consist of adders and multipliers (which are, in 

turn, built using adders), the propose system consists of several approximate adders, which can be used 

effectively in such blocks. 

The main concepts of this paper are as follows: 
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1. The proposed system had logic complexity reduction at the transistor level as an alternative approach to 

approximate computing for DSP applications. 

2. It is described that how to simplify the logic complexity of a conventional MA cell by reducing the 

number of transistors and internal node capacitances. Keeping this aim in mind, five different 

simplified versions of the MA, ensuring minimum errors in the full adder (FA) truth table is proposed. 

3. Here utilized the simplified versions of the FA cell to propose several imprecise or approximate multi-

bit adders that can be used as building blocks of DSP systems. To obtain a reasonable output quality, 

we need approximate FA cells in the Least Significant Bits (LSBs) only. This paper particularly 

focused on adder structures that use FA cells as their basic building blocks. 

4. VOS is a very popular technique to get large improvements in power consumption. However, VOS will 

lead to delay failures in the Most Significant Bits (MSBs). This might lead to large errors in 

corresponding outputs and severely mess up the output quality of the application .We use approximate 

FA cells only in the LSBs, while the MSBs use accurate FA cells. Therefore, at isofrequency, the errors 

introduced by VOS will be much higher, when compared to proposed approximate adders. Since 

truncation is a well-known technique to facilitate voltage scaling, and compared the performance of 

proposed approximate adders with truncated adders. 

5. The designs are proposed for image and video compression algorithms using the proposed approximate 

arithmetic units and evaluate the approximate architectures in terms of output quality by calculating 

area and power dissipation. 

 

II. Proposed Approximate Adders 

 The Mirror Adder is one of the widely used economical implementations of a Full Adder (FA). MA is 

used as the basis for proposing different approximations of the FA cell. 

 

2.1 Approximation Strategies For The MA 

 In this section, we explain step-by-step procedures for coming up with various approximate MA cells 

with fewer transistors. Removal of some series connected transistors will facilitate faster charging/discharging 

of node capacitances and the complexity reduction by the removal of transistors also aids in reducing the αC 

term (switched capacitance) in the dynamic power expression Pdynamic = αCV
2
DDf , where α is the switching 

activity or average number of switching transitions per unit time and C is the load capacitance being 

charged/discharged. This directly results in lower power dissipation. Area reduction is also achieved by this 

process. Now, let us discuss the conventional MA implementation followed by the proposed approximations. 

 

2.1.1    Conventional Mirror Adder: 

 
Fig.1.   Conventional MA 

 Fig.1 shows the transistor-level schematic of a conventional MA which is a popular way of 

implementing an FA. It consists of a total of 24 transistors. Since this implementation is not based on 

complementary CMOS logic, it provides a good opportunity to design an approximate version with removal of 

selected transistors. 
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2.1.2    Approximation 1: 

 
Fig.2.   MA Approximation 1 

In order to get an approximate MA with fewer transistors, we start to remove transistors from the 

conventional schematic one by one. However, we cannot do this in an arbitrary fashion. We need to make sure 

that any input combination of A, B and Cin does not result in short circuits or open circuits in the simplified 

schematic. Another important criterion is that the resulting simplification should introduce minimal errors in the 

FA truth table. A judicious selection of transistors to be removed (ensuring no open or short circuits) results in a 

schematic shown in Fig.2, which we call approximation 1. Clearly, this schematic has eight fewer transistors 

compared to the conventional MA schematic. In this case, there is one error in Cout and two errors in Sum, as 

shown in Table I. A tick mark denotes a match with the corresponding accurate output and a cross denotes an 

error. 

 

TABLE I 

Truth Table For Conventional Ma And Ma Approximations 1-4 
Inputs Accurate 

Outputs 

  Approximate outputs 

A B Cin Sum Cout Sum1 Cout1 Sum2 Cout2 Sum3 Cout3 Sum4 Cout4 

0 0 0 0 0 0 ✓ 0 ✓ 1 × 0 ✓ 1 × 0 ✓ 0 ✓ 0 ✓ 

0 0 1 1 0 1 ✓ 0 ✓ 1 ✓ 0 ✓ 1 ✓ 0 ✓ 1 ✓ 0 ✓ 

0 1 0 1 0 0 × 1 × 1 ✓ 0 ✓ 0 × 1 × 0 × 0 ✓ 

0 1 1 0 1 0 ✓ 1 ✓ 0 ✓ 1 ✓ 0 ✓ 1 ✓ 1 × 0 × 

1 0 0 1 0 0 × 0 ✓ 1 ✓ 0 ✓ 1 ✓ 0 ✓ 0 × 1 × 

1 0 1 0 1 0 ✓ 1 ✓ 0 ✓ 1 ✓ 0 ✓ 1 ✓ 0 ✓ 1 ✓ 

1 1 0 0 1 0 ✓ 1 ✓ 0 ✓ 1 ✓ 0 ✓ 1 ✓ 0 ✓ 1 ✓ 

1 1 1 1 1 1 ✓ 1 ✓ 0 × 1 ✓ 0 × 1 ✓ 1 ✓ 1 ✓ 

 

2.1.3   MA Approximation 2: 

 
Fig.3.  MA Approximation 2 

 The truth table of an FA shows that Sum = Cout1 for six out of eight cases, except for the input 

combinations A = 0,B = 0,Cin = 0 and A = 1,B = 1,Cin = 1. Now, in the conventional MA, Cout is computed in 

the first stage. Thus, an easy way to get a simplified schematic is to set Sum = Cout. However, we introduce a 

buffer stage after Cout (see Fig.3) to implement the same functionality. The reason for this can be explained as 
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follows. If we set Sum= Cout as it is in the conventional MA, the total capacitance at the Sum node would be a 

combination of four source–drain diffusion and two gate capacitances. This is a considerable increase compared 

to the conventional case or approximation 1. Such a design would lead to a delay penalty in cases where two or 

more multi-bit approximate adders are connected in series, which is very. Fig. 3 shows the schematic obtained 

using the above approach. We call this approximation 2. Here, Sum has only two errors, while Cout is correct 

for all inputs as per Table I. 

 

2.1.4   MA Approximation 3: 

Further simplification can be obtained by combining approximations 1 and 2. Note that this introduces 

one error in Cout and three errors in Sum, as shown in Table I. The corresponding simplified schematic is shown 

in Fig.4. 

 

 
Fig.4.  MA Approximation 4 

2.1.5   MA Approximaion 5: 

 A close observation of the FA truth table shows that Cout = A for six out of eight cases. Similarly, Cout = 

B for six out of eight cases. Since A and B are interchangeable, we consider  Cout = A. Thus, we propose a 

fourth approximation     where we just use an inverter with input A to calculate Cout and Sum is calculated 

similar to approximation 1. This introduces two errors in Cout and three errors in Sum, as shown in Table I. The 

corresponding simplified schematic is shown in Fig.5. In all these approximations, Cout is calculated by using an 

inverter with Cout as input. 

 
Fig.5.  MA Approximation 4 

 Table 1 shows the truth table for the conventional full adder and mirror adder approximations. The 

inputs given are A, B, Cin and the outputs for conventional MA are obtained as Sum and Carry as accurate 

outputs. The approximations are done by creating errors in the accurate output Sum and carry as per the table 1. 

The approximate outputs are Sum1 and Cout1 for MA approximation1, Sum2 and Cout2 for MA approximation 2, 

Sum3 and Cout3 for MA approximation 3 and Sum4  and Cout4 for MA approximation 4. 
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III.  Comparitive Performance Evaluation Through Simulation 
 The power is calculated by simulating the conventional MA and MA approximations 1-4 in Tanner 

EDA 13.0 and the corresponding area of the circuits are calculated in Microwind Software. The simulated 

results obtained are included here as snap shots.  

 
Fig.6.  Conventional MA output 

 The inputs given are A, B, Cin and all are pulse signals. The number of transistors in use is 24. The 

“print voltage ’’ command is given to get the output voltages. The fig. 6 shows the output power waveform for 

the conventional MA. The maximum power obtained is 15 mW and average power is 3.427e-004 W. 

 
Fig.7.  Approoximation 1 output 

 The number of transistors is reduced to 16 in this approximation. In Sum 2 errors are introduced and in 

Cout only 1 error is introduced. The output waveform for power is obtained in fig.7 with maximum power as 

14.8 mW and average power as 3.3326e-004. The power is got reduced.  

 
Fig.8.  Approximation 2 output 

 The number of transistor is reduced to 14 and the Sum is having 2 errors and Cout is same as that of 

conventional MA. The output waveform for power is obtained as in fig.8 with a reduced average power of 

2.497e-004W with a maximum power of 5 mW. 
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Fig.9.  Approximation 3 output 

 In this approximation 3, the reduced number of transistors is 11 with 3 errors in Sum and 1 error in Cout. 

The power output waveform is obtained with an average power of 2.8305e-004 W and the maximum power is 

obtained as 5.5 mW as shown in fig.9 given above. 

 
Fig.10.  Approximation 4 output 

 In MA approximation 4, the number of transistors is 11 with 3 errors in Sum and 2 errors in Cout. The 

average power is reduced to 3.5273e-005 W with a maximum power of 4.5 mW is obtained for approximation 4 

as per the output power waveform shown in fig.10. 

TABLE II 

Average Power Estimation 
Mirror Adder Type Maximum Power 

Consumption (mW) 

Average Power 

Conventional MA 15 (3.427e-004)W 

MA Approximation-1 14.8 (3.33268e-004)W 

MA Approximation-2 5 (2.497 e-004)W 

MA Approximation-3 5.5 (2.83051e-004)W 

MA Approximation-4 4.5 (3.5273e-005)W 

  The table 2 show the maximum power consumption of conventional MA, MA 

approximation1, MA approximation 2, MA approximation 3, MA approximation 4 and it is clear that the 

maximum power is consumed is 15 mW by the conventional FA. The minimum power consumed is 4.5 mW 

and is consumed by the MA approximation 4. As the approximation level increases the power consumption is 

getting reduced. The average power obtained is also shown in the table. 

 
Fig.11.   layout of Conventional MA 

 The layout of  conventional MA  is given in fig.11. The area is obtained as 850*130 = 11.37 µm
2
 in 

microwind 2.0 software . 

 
Fig.12.  Layout of  MA Approximation 1 

 The area for MA approximation 1 is obtained as 575*130 = 7.47 µm
2
 as shown in fig.12. The area is 

reduced compared to the conventional MA. 
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Fig.13.    Layout of  MA Approximation 2 

 Fig.13 shows the area for MA approximation 2 and is obtained as 525*130 = 6.8 µm
2
 in microwind 

software. The area is reduced compared to approximation 1. 

 
Fig.14.   Layout of MA Approximation 3 

 The area for MA approximation 3 is obtained from the fig.14 as 425*130 = 5.5 µm
2
. The area is 

obtained from the layout drawn in microwind software and is reduced than other approximations. 

 
Fig.15.   Layout of MA Approximation 4 

 Fig.15 shows the layout drawn in microwind software for MA approximation 4 and the area is obtained 

as 400*130 = 5.2 µm
2
 which is very less than other approximations.  

 

TABLE III 

Area Analysis 

 

 

 

 

 

 

 

  
The area is calculated for the Conventional MA, MA approximations 1-4 and as per the result obtained the 

maximum area is 11.37 um
2
 for conventional MA. As the approximation level increases the area also getting 

reduced like power and the minimum area is 5.2 um
2
 for the MA approximation 4. Thus it is concluded that the 

area and power are reduced by using approximate adders and this will increase the quality of the DSP block 

which was made up by these approximate adders. 

 

IV. Conclusion 
 In this paper, we proposed several imprecise or approximate adders that can be effectively utilized to 

trade off power, area and thereby quality for error-resilient DSP systems. Our approach aimed to simplify the 

complexity of a conventional MA cell by reducing the number of transistors and also the load capacitances. 

When the errors are introduced by these approximations were reflected at a high level in a typical DSP 

algorithm, the impact on output quality was very little. Note that our approach differed from previous 

approaches where errors were introduced due to VOS [3]–[10]. A decrease in the number of series connected 

transistors helped in reducing the effective switched capacitance and achieving voltage scaling. We believe that 

the proposed approximate adders can be used on top of already existing low-power techniques like SDC and 

ANT to extract multi-fold benefits with a very minimal loss in output quality. 
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