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The application of classification models in credit rating of banking customers has been investigated in the 

present paper. Credit rating is one of the main applications of data mining in banking industry. The customers’ 

creditworthiness can be evaluated through credit ratings. The data related to banking customers is very huge, 

and various classification techniques can be used to explore the hidden pattern and knowledge in data set 

through data mining. Several studies have been performed on the use of data mining and classification 

techniques in credit rating of banking customers. After preparing and preprocessing the data using C5 decision 

tree algorithm in this paper, the classification model has been constructed and credit rating of banking 

customers has been performed. A set of credit rating data has been used in this regard for teaching and testing 

the model. The results show that the developed model ranks banking customers with high accuracy by using 

decision tree making classification algorithms. The proposed classification model can also be used to credit 

rating of new banking customers. 
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I. Introduction 
 As the new interdisciplinary field, knowledge discovery and data mining combine different areas, such 

as databases, statistics, machine learning, and other related fields, to extract information and knowledge using a 

large volume of data [1]. Machine learning techniques have provided the researches in different fields of 

engineering, science and technology with a great tool to solve many important challenges. To name a few, in 

chemistry, a machine learning method is proposed by J. N. Eisenberg, et al, for classification of chemical 

pollutants [2]. In [3], O. A. Gashteroodkhani, et al, carried out a project by using a machine learning tool i.e., 

support vector machine (SVM) for minimizing the electric outage time by accurately localizing faults in a power 

system. The method uses a metaheuristic algorithm to improve the performance of the machine learning by 

tuning its parameters. As mentioned in [4], metaheuristic algorithms can be used as a higher-level procedure to 

select a partial search algorithm that is able to find a sufficiently good solution to an optimization problem.

 Another method for tuning SVM parameters are provided in [5]. 

Modern data mining techniques have had a significant contribution in the field of information science and can 

be complied with credit assessment models. Many research has been conducted on ranking the banking 

customers in recent years. For example, Desai et al. conducted a research in 1990s aimed at classifying 

customers for international loans, and achieved a list of credit predictive variables using information related to 

received credits [6]. 

 In [7], Yobas et al. divide credit customers’ performance into two categories of good and poor payers 

using fuzzy inference method and decision trees in another study. Various factors such as the main credit cards, 

employment status of the payer etc. have been considered in this study. 

 Other computational classification algorithms can be addressed inMirmozaffari et al. such as healthcare 

in prediction of heart disease [8], eco-efficiency of cement companies [9]and also other combinatorial 

optimization method such as Data Envelopment Analysis (DEA) [10]and expert systems in fuzzy [11]. 

Classification models of data mining can be widely used in the credit rating of banking customers. The present 

study aimed to propose a credit rating classification model for banking customers. This model can be used to 

assess the credit rating of banking customers. A credit rating data set is used in this regard for training and 

testing the proposed model. 

The main problem of this research is how we can use the credit rating models such as the C5 decision tree to 

rank the credit ratings of banking customers. In this paper, the data were prepared and preprocessed. Then, the 

credit rating of the banking customers is performed using the C5 decision tree classification algorithm. Finally, 

the proposed final C5 decision tree classification model is used in practice as a high accuracy model for credit 

rating of banking customers. 
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II. Data Analysis 

Data preparation and preprocessing: 
 The hidden patterns and knowledge in the credit rating dataset of banking customers is addressed in 

this paper, using the C5 decision tree classification algorithm. This dataset consists of several specifications 

(features or fields) and includes a large number of transactions (records). The features or fields of this dataset 

are described below: 

 Credit rating data sets for banking customers have a number of features or fields that are mentioned 

below. These fields include:Age, Job, marital status, education, debt, housing status, loan amount, type of 

contact, day, month, duration, credit status.Before describing the desired features in the dataset, one can describe 

the interest field in the study. The given business conducted credit rating of banking customers using data 

mining. In this regard, the business is looking at its creditworthy and non-creditworthy customers after receiving 

information from the customer and the recipient of the facility. Useful patterns and knowledge can be gathered 

from the generated datasets to improve and make better decisions in this business. The credit rating model can 

be used to determine creditworthiness of a new customer. 

 The description of the set of features or data fields of the credit rating of banking customers is 

described below. 

 The set of transactions in this data set equals 3146 transactions. The number of features is also 12. The 

present study aimed to propose a model that uses classification techniques in data mining to explore hidden 

patterns and knowledge in a credit rating dataset of banking customers. To this end, data were collected, 

prepared and pre-processed and then, the C5 decision tree classification algorithm is used on the dataset. 

 The data preprocessing is one of the most important activities in data mining. The set of operations 

performed here for preprocessing data are as follows: 

 Removing some transactions with missing values, converting the values of some fields such as age, 

financial balance, and day from decimal to integer. 

The set of credit ratings features of banking customers are described in the table below: 

 

Table no 1:The set of credit ratings features of banking 
Feature Type Feature name 

Numeric Age 

Nominal Job 

Binary marital status 

Nominal Education 

Numeric Balance  

Binary Housing 

Numeric Default 

Nominal Type of contact 

Nominal Day 

Nominal Month 

Numeric duration 

Nominal Credit status 

 

III. Developing the proposed model 
The model, proposed in this article, is developed after preparing and pre-processing the data. The proposed 

model in this paper, which uses the C5 decision tree technique, is presented in the figure below. 
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Fig.1.Proposed model 
 The first step in developing the proposed model is to collect credit rating data sets. Then, data were 

prepared, pre-processed and purified. After pre-processing the data, the C5 Decision Tree classification 

technique has been used. Various models can be used to build a classification model. In the present paper, the 

C5 classification model is used to build a credit rating model for banking customers. 

 

IV. Decision tree algorithm 
 A survey on decision tree can be find in [12]. Most algorithms developed for learning decision trees are 

derived from a basic algorithm that uses an up-down greedy search in the decision trees space. This method is 

indicated by the ID3 algorithm and its fuller version namely C4.5. 

 ID3 decision tree algorithm: The tree algorithm make the decision as up-down procedure, and begins 

by asking that which attribute should be tested at the root of the tree. The algorithm then evaluates the decision 

based on each sample attribute using a type of statistical test to determine the most suitable attribute for 

classifying training examples, to answer this question. Next, the best attribute is selected and used as a test in the 

tree root. A corresponding node is created for each possible value and the training examples are partitioned 

between these nodes based on the test feature values. All the process mentioned above is repeated using the 

training examples attributed to each node to select the best attribute for the test in that tree node. It offers a 

greedy search method for an acceptable decision tree, which never returns to reassessed previous alternatives. 

This algorithm has some problems in training the samples non-valued attributes and it is also non-incremental 

and inexpensive.The C4.5 algorithm is the next generation of the ID3 algorithm which uses a kind of dimension 

pruning rule. It is also able to use discrete attributes, non-valued attributes, and noisy data. This algorithm 

selects the best attribute using the irregularity criterion and is able to apply attributes with very large amounts 

due to the use of the GainRatio factor. Even if there is no error in training data, pruning will be done, which will 

make the tree more general and less dependent on its training set. 

 In this relatively complex algorithm, pruning is based on the binomial distribution and in the form of a 

recursive to tree leaves. By stopping the pruning of a branch, it does not continue upward. To avoid the presence 

of leaves with a test sample, no further separation is performed on branches that have already fallen into two 

elements. Pruning is only done when the predicted number of errors does not increase. Given the irregularities 

of each of them, this algorithm select an attribute for each item that has data. After choosing the best attribute, 

items with non-valued attribute items are assigned in the part of the data that is provided with the values of 

attribute, and the algorithm continues. 

 

V. The proposed model implementation 
 The implementation of the proposed model is discussed in this section. After the preparation and pre-

processing of data, Clementine software is used to implement the proposed model. This software is one of the 

applications for implementation of data mining algorithms.  

 The Clementine software is used to implement the proposed model. The C5 decision tree algorithm is 

used to implement the proposed model. The training and testing dataset is used in this regard to construct the 

proposed classification model. 

 The C5 decision tree model is constructed below for credit rating of banking customers through which, 

it is possible to classify and rating the new banking customers’ credit. Then, the creditworthiness is considered 

as a target feature. 

The results obtained from the implementation of the C5 decision tree algorithm are as follows. 

At first, important variables or features are identified including “duration”. 
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Fig.2.Credit rating of banking customers 
Also, a part of the decision tree derived from the implementation of the C5 algorithm is as follows. 

 

 
Fig.3.Decision tree derived from the implementation of the C5 algorithm 

 
For example, this decision tree indicates that if “duration” is between 212 and 645 and less than 60, the contact 

code is 1, the month code is 4 and the day is less than 20, then the customer is in the class 1.Next, the decision 

tree is evaluated. 

 According to the following figure, the decision tree classification accuracy is 89.38%. That is, the 

model has classified customers by 89.38% of accuracy which means that 2928 of 3146 people are correctly 

classified in this classification. 

 

 
Fig.4.The decision tree classification accuracy 
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V. Conclusion 

 Data mining techniques can be useful in providing new knowledge and patterns on banking customers’ 

credit ratings. A model, appropriate for credit rating of banking customers has been proposed in this paper that 

can be used for credit rating of the new customer. The C5 Decision Tree Algorithm was used is the proposed 

model to construct decision tree for credit rating of banking customers. The developed decision tree ranked the 

banking customers credit with a high accuracy of 89.38%. 
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