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Abstract: In this paper, we present a novel method for detecting environmental pollution of waste-water in 

industrial zones. Firstly, the quality of waste-water data is filtered by an adaptive filter. After that, the false 

nearest neighbor and average mutual information algorithms are applied to find embedding dimension space 
and time delay of waste-water quality time series to form training and testing set for the model. Finally, the 

Support Vector Regression and Fuzzy logic is implemented to build model for prediction quality of waste-water 

in industrial zones. Four main parameters at the waste-water processing station of Nittoku paper factory in the 

Kim Bang district, Ha Nam province, Vietnam have been used to test proposed method. The experimental 

results show that the proposed model is high accuracy and short training time, to helps waste-water processing 

station operators take early action and avoid environmental pollution. 
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I. Introduction 
According to Circular 24 of the Vietnamese Ministry of Natural Resources and Environment, all 

industrial zones that is discharged waste into the environment with a flow rate is greater than 1000 m3 per day 

must be installed an automatic monitoring system for waste-water quality. At the waste-water processing station 

of an industrial zone, the operator based on certain measurement and monitoring values, must take proper action 

when any criterion of waste-water is over the permitted threshold value. Therefore, waste-water that does not 
satisfy this standard that has already discharged to environment lead to environment pollution. Hence, to avoid 

the environmental pollution, we can build a model based on historical data collected by data-loggers to predict 

future quality of the waste water; the model could help operators of the waste water processing stations take 

early action to make sure that the quality of the waste water always satisfies the standard requirements. 

Predicting future time series values from the past is applied in many fields, such as the following: 

economics where forecasting stock price helps investors choose the best time to invest in the stock market to get 

the highest profit; predicting exchange rates which helps import-export businesses choose appropriate times to 

import or export products (Wang, Y. F., 2002; Castillo, Oscar Melin, Patricia, 2002);  energy, where predicting 

the wind speed of a wind farm and the electrical load helps energy policymakers give a best plan to meet the 

requirement of clients (Lanzhen, L., Tan, S. et al., 2010; Hua, X., Zhang, D., Leung, S.C., st al., 2010), and so 

on. 

Due to the importance of predictive work, scientists have successfully used a number of techniques in 
recent years to build a data series predictive model. In (Hua, X., Zhang, D., Leung, S.C, 2010) authors 

combined Kernel Regression (KR) and Function Link Artificial Neural Network (FLANN) to predict exchange 

rates from USD to GBP, INR and JPY. KR played role in filtering and FLANN was a model for prediction. The 

authors in (Hanias, M.P., Curtis, P.G., 2008) used chaos theory and reconstructed state space for predicting the 

exchange rates between USD and EUR. Fan-Yong Liu (et al. 2010) used a hybrid Discrete Wavelet Transform 

(DWT) and Support Vector Regression (SVR) to predict the exchange rates between CNY and USD. Firstly, he 

used DWT to decompose the time series data to a different time scale and then he chose an appropriate kernel 

function for SVR and prediction corresponding with each time scale. Finally, he synthesized the prediction 

result from different predicted time scale results. The authors in (Iokibe, T., Murata, S., Koyama, M et al. 1995) 

used a local fuzzy reconstruction method to predict exchange rates between JPY, USD and CAN. The authors in 

(Božić, J., Vukotić, S., Babić, D. et al. 2011) used a successful wavelet transform to filter noise in the exchange 
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rate time series before using it for training and prediction based on Multi-Layer Feed Forward Neural Network. 

Weiping Liu (2018) used hybrid of neuron and fuzzy logic to predict exchange rates between JPY and USA. 

Recently, scientific literature (Nghien Nguyen Ba and Ricardo Rodriguez Jorge et al. 2019) has been 

used SVR and Fuzzy logic to build model for prediction quality of waste-water in industrial zone. To specify 

number of the inputs for the model they used embedding dimension space. They used default time delay is one. 

The drawback of their proposed method is using original data time series that is contaminated by noise so the 

embedding dimension space of time series data is high and time delay is one so it is hard to distinguish two data 
points next to each other. This phenomenon caused not only the model’ complexity but also loose accuracy 

prediction. Authors in [18] used SVR to build model to predict surface roughness in hole turning process of 

3X13steel. They reported that SVR model is better accuracy prediction than response surface method (RSM). 

Authors in [19] used SVR for prediction the sorption capacity of lead (II) ions. They statement that SVR model 

is more accurate and generalized for prediction of the sorption capacity of lead (II) ions than multiple linear 

regression does. Authors in [20] compares the classical regression with SVR using some dataset base on root 

mean square error (RMSE) and R2. They report that SVR achieves more accuracy prediction than classical 

model.  

In this paper, the author proposes a fusion method to build model for prediction quality of waste-water 

in industrial zones. Firstly, he uses Hilbert – Huang transform as an adaptive filter to filter out noise from the 

original time series data. Next, the proposed method used false nearest neighbor and mutual information of 
cleaned time series data to find embedding dimension space and time delay. After that, forming input – output 

training pair from cleaned time series data and found embedding dimension space and time delay. Finally, 

method builds a model base on SVR and Fuzzy logic for prediction quality of the waste-water. Our proposed 

method not only decrease system’s complexity but also increase accuracy of prediction. 

 

II. Related Work 
2.1. Finding the time delay 

According to the literature review (Abarbanel, H.D., Brown, R., Sidorowich, J.J., Tsimring, L.S., 

1993). If we select the time delay T too small, then two data points s(n+jT) and s(n+(j+1)T) will be so close to 
each other that we can not distinguish them from each other. Similarly, if we choose T so large, then s(n+jT) 

and s(n+(j+1)T) are completely independent of each other in a statistical sense. To determine proper time delay 

of a time series we can base on average mutual information. Assume we have two systems called A and B, and 

measured values from those system denoted by ak, bk. The mutual information between ak and bk is specified as 

equation (1) below: 

                                           
          

            
  (1) 

 

where, PA(a) is probability of observing a out of the set of all A, and the probability of finding b in a 

measurement of B is PB(b), and the joint probability of the measurement of a and b is PAB (a, b). 

 

The average mutual information between measurements of any value ai from a system A, and bk from a system 

B is average over all possible measurements of IAB(ai,bk) and can be calculated by equation (2) below: 

 

 

                                      
 (2) 

 

To apply this definition into time series data s(n) which is measured from a physical system. We consider set of 

measurements s(n) as the set A and measurements a time lag T, s(n+T), as the B set. The average mutual 

information between time series s(n) and s(n+T) can be evaluated as equation (3). 

 

                               
              

                
  

    (3) 

 

Hence, the average mutual information is a function of time lag T and T can be specified as the first min of the 

I(T). If I(T) has not a minimum, then T will be chosen as 1. 

 

2.2. Finding the embedding dimension space 

The number of inputs for predictor is embedding dimension or can be thought as windows size (Frank, 

R.J., Davey, N., Hunt, S.P.). To valuate this parameter (Abarbanel, H.D., Brown, R., Sidorowich, J.J., Tsimring, 

L.S.) present the implementation of false nearest neighbors to find the minimum embed dimension. Assume we 

have a data time series, s(n), the idea of the algorithm to combine sequence values of series together to form a 

set of vectors V of dimension d (d=1, 2, 3, …). For example, vector v(k)=[s(k), s(k+T), s(k+2T), …, s(k+(d-
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1)T], where T is time lag of time series. We use Euclidean distance to calculate the distance between two 

vectors. Formula (4) calculates the distance between vectors v(k) and v(m). 

                               
    (4) 

 

For any v(k) we can find its nearest neighbor v(m) with distance D(d)km, increase the dimension to d+1 to 
calculate D(d)km, and check expression (5) to determine if the distance meets, which is then a false nearest 

neighbor. 

      
                 

      
      (5) 

where Dth is the threshold. According to Abarbanel, H.D., Brown, R., Sidorowich, J.J., Tsimring, L.S.  the Dth 

lies in the range 10 to 50. In our case we choose Dth to be 15. We repeat this procedure from d = 1. After each 

iteration, we increase d by 1 until the percent of false nearest neighbors is approaching zero or a small value in 

case of increasing d but the percent of false nearest neighbor decreases slowly or is unchanged. 

 

2.3. Building the model based on Support Vector Regression (SVR) 

The goal of a Support Vector Machine (SVM) is to find the optimal hyper plane (Hyper plane may be 

plane or curve) to classify data into two separate regions so that the distance between the closest point and the 

hyper plane is at maximum. This is also called the margin. Figure 1 illustrates a hyper plane and a margin.  

Assume, the equation of a hyper plane is w.x + b = 0. The goal for the SVM algorithm is to find w and 
b to maximize the margin. The SVM algorithm not only applies to solving classification problems but also to 

finding solutions to regression subjects. The SVR algorithm is based on a loss function, which is tolerant of 

error for points distant from the true value with in a small epsilon. This means that this function gives zero error 

for all the points in training set that lie in the epsilon range. Figures 2 and 3 illustrate linear and nonlinear 

regression within the epsilon range. 

 

 
Figure 1. Illustration of the hyper plane and the margin. 

 

Source: Data Mining Map https://www.saedsayad.com/ support_vector_machine_reg.htm 

 

 
Figure 2. Linear regression with the epsilon range. 

Source: Data Mining Map https://www.saedsayad.com/ support_vector_machine_reg.htm 

https://www.saedsayad.com/
https://www.saedsayad.com/
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Figure 3. Nonlinear regression with the epsilon range. 

Source: Data Mining Map https://www.saedsayad.com/ support_vector_machine_reg.htm 

 

For SVR, the input x is mapped into m dimension feature space by a nonlinear mapping function first, and then 
the linear model is built, which is based on this dimension feature space by equation (6):  

 

                  
           (6) 

 

where: gi(x), i = 1, 2, 3, …, m is a set of nonlinear mapping functions. 

The accuracy of the estimate is evaluated by loss function L(y,f(x,w)). SVR uses a loss function called epsilon – 

an insensitive loss function which proposed by Vapnik: 

      
                 
                    

              (7) 

Thus, SVR is performs linear regression in multi dimension feature space using function L and minimizing 
     for decreasing complexity of the model. This problem can be solved by introducing slug variables    and 

  
  with     i = 1, 2, 3, …n, to measure the deviation of the training samples which lie outside of the epsilon 

range. Therefore, SVR is minimized by the function below: 

      
 

 
             

   
     (8) 

with constraints: 

 

   

               
 

               

     
           

  (9) 

 

Applying the duality theorem for minimizing problems, we finally obtain the function f(x): 

 

   
            

            
   
   

       
   

 (10) 

 

where: nSV is the number of support vector, and K(xi,x) is the kernel function which can be defined as 

 

                        
         (11) 

 

2.4. Building a model bases on fuzzy logic 

Assume that we have a data time series that was collected from a system at equal time intervals 

denoted by s(1), s(2), s(3), …, s(n). The task of the prediction time series to find a mapping from [s(k-(d-1)T), 

s(k-(d-2)T, …s(k)) to s(k+T), where d and T are constant positive integer numbers, and d is the number of inputs 
to the predictor, T is time lag of time series data. For simple case, we assume d = 2 and T = 1. Figure 4 below 

shows the block diagram of the system for prediction. According to the algorithm presented by L. Wang (Li, 

W., 1994), we first form n - 2 input – output pairs: (s(1), s(2)  s(3)), (s(2), s(3)  s(4)), …, (s(n-2), s(n-1)  

s(n)). Next, we find the maximum and minimum of the time series and divide this domain interval into 2*R + 1 

regions (R is a positive integer number), denoted by T1, T2, …, T2*R+1 and then we assign each region with a 
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fuzzy membership function. In our case, we choose the shape of membership function as a triangle wave. 

Figures 4 and 5 illustrate the fuzzy system and membership function of the input and output with R = 3. 

 

 
Figure 4. Fuzzy system with 2 input and 1 output. 

Source: authors’ research 

 

 
Figure 5. Membership function for input and output. 

Source: authors’ research 

 
In the next step we calculate the degree of given input-output pairs in different regions, assign it to the 

region with maximum degree, and then form an IF – THEN rule. For example, IN1 has a max degree 0.85 in 

region T1, IN2 has a max degree 0.7 in region T3 and O has a max degree 0.8 in region T7. Hence, we form the 

rule: IF IN1 is T1 AND IN2 is T3 THEN O is T7. Repeating this procedure for each input – output pair gives a set 

of rules. To avoid conflict rule (two rules have same IF part but different THEN part), we only accept the rule 

from the conflict group that has a maximum degree. To do so we use table – lookup to present a fuzzy rule base. 

The cells of the rule base are filled by the rules. If there is more than one rule on one cell of the fuzzy rule base, 

then the rule that has highest degree is used. The degree of the rule is calculated by formula (12) below: 

 

                                 (12) 

 
So far, we obtain the fuzzy rule base corresponding to all input-output pairs. The next task is calculating output 

O when we have a new input sample IN1 and IN2. Firstly, calculate the degree of output control of the k-th rule 

combined with the fuzzy rule base corresponding to the new input IN1 and IN2 according to formula (13) below: 

 

      
  
     

          
       (13) 

 

where Ok denotes the output region of rule k, and   
 denotes the input region of rule k for the j-th component.  

Finally, we use the centre average defuzzification formula to determine the output. 
 

         
  

  
      

   

  
  
  

   

 (14) 

 

where O-k denotes the center value of region Ok and N is number of rules in the combined fuzzy rule base. 

 

 

2.5. The Empirical Mode Decomposition method (EMD) 

The EMD method is developed from the simple assumption that any non-stationary and non-linear 

signal consists of number of intrinsic mode of oscillations. In this way, any signal can decomposition into a 

number of intrinsic mode function (IMF) which has two interesting properties (N. E. Huang, et al., 1998). The 

first one is in the whole dataset, the number of extrema and the number of zero-crossings must either equal or 

differ at most by one. The second one is at any point, the mean value of the envelope defined by the local 
maxima and, the envelope defined by the local minima is zero. 
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With the above definition for the IMF, the algorithm to decompose any data set x(t) into IFM as flowchart in 

figure 6. 

In figure 6 we should make some clearly describe. The monotonic function is function that has maximum two 

extrema. The stoppage was used by doctor Huang (Huang et al. 1998). This stoppage criterion is determined by 

using a Cauchy type of convergence test. Specifically, the test requires the normalized squared difference 

between two successive sifting operations defined as: 

 
 

        
                  

   

          
   

       (15) 

 

If this squared difference SDk is smaller than a predetermined value, the sifting process will be stopped. 

 
Summing up all IMFs and residue we obtain: 

 

            
 
           (16) 

 

Thus, one achieves a decomposition of the data into n-empirical IMF modes, plus a residue, rn. 

 

 
Figure 6. Flowchart of EMD algorithm. 

Source: authors’ research 

 

III. Principles of our proposal 
Principal of our proposed method is illustrated by Figure 7. The first step, we clean the original signal 

by using EMD. To do so, we decompose original signal into a number of IMFs. After that, we calculate 
correlation between original signal and each IMF. Finally, we synthesis signal without low correlation and high 

frequency IMFs. The second step, we find time lag of clean data. The next step, we find embedding dimension 



Fusion of Soft Computing and Chaos Theory to Build A Model For Prediction Quality .. 

DOI: 10.9790/0661-2401033141                              www.iosrjournals.org                                                37 | Page 

BEGIN 

s(k), k=1, 2, 3, …, n 

Filtering s(k) using EMD 

Finding time lag of clean s(k) 

Finding embedding dimension space 

Forming training set from clean s(k), time lag T and embedding 

dimension space d 

Building a model using SVR or Fuzzy logic 

Testing the trained model using test set 

Satisfy accuracy? 

Using the model to predict future values 

No 

Yes 

space of clean data. After that, forming training set from clean s(k), time lag T and embedding dimension space 

d. Then, we train the model is built by fuzzy logic or SVR. Next, we test the trained model using testing data 

and check the accuracy criterion. If it meets the criterion then, we use the model for predicting future values. 

Otherwise, we change model’s parameters and go back to the training model step. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Figire 7. Principles of our proposed method. 

Source: authors’ research 

 

IV. Experimental Results 
To assess the performance of our proposal we use four time series data consisting of PH, temperature, 

TSS and COD. These data sets are collected from 0 AM of 25th February 2019 to 2 PM of 26th February 2019 

with the sampling period set to five minutes at the waste water processing station of Nittoku paper factory in the 

Kim Bang district, Ha Nam province, Vietnam. The total data length is 451 points for each parameter. We use 
the first 401 points as training set and use the remaining 50 points as the test set. 

Firstly, each time series data is decomposed into IMFs by the EMD algorithm, and then synthesis 

signal (clean signal) from IMF and residue without high frequency and low correlation IMF. Figure 8, 9 

demonstrate EMD and synthesis for PH time series. After that, time lag and embedding dimension space of 

clean signal are found. Finally, the models have been built by fuzzy logic or SVR. 

With the PH parameter we find that the time lag is one and embedding dimension space is four. This 

means that we use four points’ data from the past to predict one point in the future, or the model has four inputs 

and one output. Figure 10 shows prediction results by the SVM model vs the fuzzy logic model. The mean 

square error of SVR is 0.000074. while fuzzy logic is 0.0002. 
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 For the temperature parameter, we found the time lag is two and the embedding dimension space of the time 

series is four. Figure 11 shows prediction results by the SVM model vs the fuzzy logic model. The mean square 

error of SVR is 0.008, while fuzzy logic is 0.03. 

 For the TSS, we found the time lag is 12 and the embedding dimension space of the time series is four. Figure 

12 shows prediction results by the SVM model vs the fuzzy logic model. The mean square error of SVR is 

0.008, while fuzzy logic is 0.051. 

 For the COD, we found the time lag is 2 and the embedding dimension space of the time series is five. Figure 
13 shows prediction results by the SVM model vs the fuzzy logic model. Mean square error of SVR is 0.018, 

while fuzzy logic is 0.77. 

Table 1 compares the performance between a previous proposed method and the author’ novel method 

 

Table 1. Comparison performance between previous and novel method 

Source: author’ research 

 

 

 

 

 

 

 

Method PH Temperature TSS 

Embed. 

dim. 

space 

Time 

lag 

MSE Embed. 

dim. 

space 

Time 

lag 

MSE Embed. 

dim. 

space 

Time 

lag 

MSE 

Fuzzy SVR Fuzzy SVR Fuzzy SVR 

Previous 9 1 0.003 0.000077 11 1 0.09 0.04 9 1 0.07 0.06 

Novel 4 1 0.002 0.000074 4 2 0.03 0.008 4 12 0.051 0.008 
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Figure 8. The IMFs of PH signal. 

Source: authors’ research 

 

 
Figure 9. The synthetical PH signal. 

Source: authors’ research 

 
Figure. 10. The prediction result for PH parameter. 

Source: authors’ research 
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Figure 11. The prediction result for temperature parameter. 

Source: authors’ research 

 

 
Figure 12. The prediction result for TSS parameter. 

Source: authors’ research 

 

 
Figure 13. The prediction result for COD parameter. 

Source: authors’ research 

 

V. Conclusions 
In this paper, author present the fusing of empirical mode decomposition, average mutual information, 

false nearest neighbor algorithm to clean, find time lag and embedding dimension space for time series, fuzzy 

logic and SVR to build model for predicting quality of waste water in industrial zone. EMD plays adaptive filter 
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role to clean data time series helps decreasing embedding dimension. From the results of experiment show that 

the proposed method not only decreases complexity of the model but also increases accuracy of prediction. In 

addition, the experimental results also show that the SVR model obtains the results are more accurate than fuzzy 

model for all case study. However, training fuzzy logic model spend smaller time than SVR model because 

training fuzzy logic model we only need to travel training data set one time while training SVR model we need 

to travel training data set many times. Therefore, we can apply fuzzy logic model for real time and least 

accurate parameter. Otherwise, we apply SVR model.   
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