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Abstract: This introduces an correct and potent face Recognition (FR) procedure. For function extraction, the 

proposed FR method employs stepwise linear discriminate analysis (SWLDA). SWLDA specializes in deciding 

on the localized elements from the expression frames utilising the partial F-test values, thereby lowering the 

inside type variance and growing the low between variance amongst distinct cognizance lessons. For attention, 

the hidden conditional random fields (HCRFs) model is utilized. HCRF is in a position of approximating a 

intricate distribution making use of a combo of Gaussian density functions. To acquire ideal outcome, the 

procedure employs a hierarchical awareness technique. Under during consciousness, on the first level, SWLDA 

and HCRF are employed to respect the faces category; whereas, on the 2d level, the label for the recognition 

inside the well-known category is set utilizing a separate set of SWLDA and HCRF, knowledgeable only for that 

class. So as to validate the process, four publicly on hand data sets have been used, and a complete of 4 

experiments have been performed. The weighted common consciousness expense for the proposed FR approach 

was ninety six.37% throughout the four exclusive data units, which is a colossal development unlike the present 

FR ways.  

Index Terms: Face recognition, Stepwise linear discriminant regression classification, and linear regression 

classification, hidden Markov models, hidden conditional random 

 

I. Introduction 

Now a day’s the identification to human machine interaction plays Associate in nursing important  role 

in several applications like a industrial, Collages and public &amp; personal corporations etc. identification has 

been receiving in depth attention over the past decade with increasing demands in automatic Face identification. 

Statistics is to spot people exploitation physiological or activity characteristics, like face, iris, retina, palm-print, 

fingerprint, etc. Among all the biometric techniques, Face recognition [1] is that the most well-liked technique 

and is with success employed in several applications. In previous several strategies are projected to attain 

booming face recognition in varied conditions. The well-known strategies embody principal element analysis 

(PCA) [2], freelance element analysis (ICA) [3], and linear discriminant analysis (LDA) [2], that decide to ask 

for a low-dimensional topological space for spatial property reduction to attain effective face recognition. 

In 2013, Shih-Ming Huang and Jar-Ferr principle.. projected to additional embody the discriminant 

analysis thought into the regression classification, referred to as linear discriminant regression classification 

(LDRC), to spice up the lustiness of the LRC for pattern or face classification. Experimental results on FERET 

and AR face databases show the automated face recognition sometimes doesn't have enough coaching face 

pictures that build it a typical small-sample-size drawback [12]. The reconstruction error are often massive 

though the probe face image is delineate by the coaching face pictures of an equivalent category that makes the 

classification unstable.  

In Xiaochao Qu, Suah Kim, Run Cui, Hyoung Joong Kim projected a completely particular linear 

cooperative discriminant regression classification (LCDRC) that makes use of the cooperative between-category 

reconstruction error (CBCRE) as an alternative than BCRE. The cooperative between-type illustration utilizes 

move-type coaching faces to symbolize a research face. The obtained CBCRE is smaller than every category-

specific between-category reconstruction error (extra teaching faces symbolize the probe face higher). As a 

consequence, CBCRE are mainly viewed a sure of all of the classification-targeted between-type reconstruction 

mistakes and it can be for probably the most phase decided by means of these little classification-detailed 

between-type reconstruction errors so that the large type-exact between-type reconstruction error domination 

crisis are almost always eased.  

In this propose during this analysis study, we tend to propose the employment of Stepwise Linear 

Discriminant Regression Classification for Face Recognition (SWLDRC). the aim of exploitation SWLDA as a 
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feature extraction technique is to extract the localized options from faces that the previous feature extraction 

techniques were restricted in analyzing. As for the CBCRE, the present CBCRE models area unit restricted by 

their independence suppositions], which can scale back classification  

In this research study, we propose the use of Stepwise Linear Discriminant Analysis (SWLDA) 

coupled with Hidden Conditional Random Fields (HCRF) for a sequence-based FR system named SH-FR. The 

block diagram of the SH-FR is shown in Fig. 1. Though SWLDA has been used  in many different areas before 

[14], it is for the first time that it is being utilized as a feature extraction technique in an FR system. The purpose 

of using SWLDA as a feature extraction technique is to extract the localized features from faces that the 

previous feature extraction techniques were limited in analyzing. As for the HCRF, the existing HCRF models 

are limited by their independence suppositions [15], which may reduce classification accuracy. In this work, we 

have tried to overcome this limitation by approximating  

 
Figure: The block diagram of the SH-FR 

 

II. Related Work 
2.1 Linear Regression Classification (LRC) 

In this the training face images of the ith class as 𝑋𝑖 ∈ 𝑅𝑚×𝑛𝑖 . Each column of 𝑋𝑖  is an m dimensional 

face image of class i in which there are ni training face images, and i =1, 2,. . . , c, where c is the total number of 

classes. All of the face images in this paper are assumed to be vectors by stacking the columns of original face 

images. Assume y is a probe face image that can be represented using Xi according to 

𝑦 = 𝑋𝑖𝛼𝑖 ,      i=1,2,…..,c,                 (1) 

Where 𝛼𝑖 ∈ 𝑅𝑚×𝑛𝑖  is the regression parameters;  𝛼𝑖  can be calculated using the least-squares estimation as 

𝛼𝑖 =  𝑋𝑖
𝑇𝑋𝑖 

−1𝑋𝑖
𝑇𝑦, 𝑖 = 1,2,… . 𝑐,        (2) 

The reconstruction of y by each class can be obtained as  

𝑦𝑖 = 𝑋𝑖 𝑋𝑖
𝑇𝑋𝑖 

−1𝑋𝑖
𝑇𝑦 = 𝐻𝑖𝑦,       𝑖 = 1,2,… . . 𝑐,       (3) 

Where Hi is called a hat matrix that maps y into 𝑦𝑖 . The reconstruction error of each class is calculated as 

𝑒𝑖 =  𝑦 −  𝑦𝑖  2
2 ,            𝑖 = 1,2,…… , 𝑐.     (4) 

LRC then assigns the y to the class that has the smallest reconstruction error. 

 

2.2 Linear discriminant regression classification (LDRC) 

Assume that all the training face images from the training matrix X =[x1 . . . , xi . . . xn] ∈ 𝑅𝑚×𝑛𝑖  , 

where n is the number of training face images and m is the dimensionality of each training face image. The class 

label of each xi is denoted as l(xi) ∈ {1,2,…𝑐, }. Assume that the subspace  rojection matrix is 𝑈 ∈ 𝑅𝑚×𝑛𝑖 . Each 

face image can be projected onto the subspace as 

𝑦𝑖=𝑈𝑇𝑥𝑖
                                  (5) 

The subspace projection matrix U is obtained by maximizing BCRE and minimizing WCRE simultaneously, 

where BSRE and WCRE are calculated as 

𝐵𝐶𝑅𝐸 =
1

𝑛(𝐶−1)
   𝑦𝑖 − 𝑦 𝑖𝑗

𝑖𝑛𝑡𝑒𝑟  
2

2𝑐
𝑗≠𝑙(𝑥𝑖)

𝑛
𝑖=1 𝑗=1      (6) 

𝑊𝐶𝑅𝐸 =
1

𝑛
  𝑦𝑖 − 𝑦 𝑖𝑗

𝑖𝑛𝑡𝑒𝑟  
2

2𝑛
𝑖=1                           (7) 
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Where 𝑦 𝑖𝑗
𝑖𝑛𝑡𝑒𝑟   is the reconstruction of 𝑦𝑖  by the jth class and l(𝑦𝑖) ≠ 𝑗. 𝑦 𝑖𝑗

𝑖𝑛𝑡𝑒𝑟  is the reconstruction of 𝑦𝑖  by the 

l(𝑦𝑖) class. 

 

2.3 Linear collaborative discriminant regression classification 

X =[x1 . . . , xi . . . xn] ∈ 𝑅𝑚×𝑛𝑖  be the whole training faces image matrix, where Xi =[x1 . . . , xi . . . xn] ∈ 𝑅𝑚×𝑛𝑖 .  

Notice that both CBCRE and WCRE have the factor of 
1

𝑛
 , therefore, it is safe to eliminate  

1

𝑛
  from CBCRE and 

WCRE simultaneously  without affecting the value of the ratio of CBCRE over  CRE. Under some algebraic 

deduction, CBCRE and WCRE can be written as: 

In CBCRE and WCRE can be rewritten as: 

𝐶𝐵𝐶𝑅𝐸 = 𝑡𝑟(𝑈𝑇𝐸𝑏𝑈)     (8) 

𝑊𝐶𝑅𝐸 = 𝑡𝑟(𝑈𝑇𝐸𝑤𝑈)    (9) 

Where 𝑦 𝑖𝑗
𝑖𝑛𝑡𝑒𝑟 = 𝑦 𝑖𝑗

𝑖𝑛𝑡𝑒𝑟  ∝ 𝑖𝑗
𝑖𝑛𝑡𝑒𝑟  and   𝑦 𝑖𝑗

𝑖𝑛𝑡𝑟𝑎 =𝑦 𝑖𝑗
𝑖𝑛𝑡𝑟𝑎  ∝ 𝑖𝑗

𝑖𝑛𝑡𝑟𝑎 . 𝑦 𝑖𝑗
𝑖𝑛𝑡𝑒𝑟  is the Y with 𝑌𝑖  eliminated and 𝑦 𝑖𝑗

𝑖𝑛𝑡𝑟𝑎  is the 𝑌𝑖   

with 𝑌𝑖𝑗 eliminated .However, we can calculate ^a in the original space and use ^a as an approximation of a. 

From the definition of CBCRE in (7), we can see that the difference between CBCRE and BCRE is that CBCRE 

uses cross-class collaborative representation and BCRE uses class-specific representation .According to the 

relationships between X and Y, CBCRE and WCRE can be rewritten as follows: 

To maximize CBCRE and minimize WCRE simultaneously, the maximum margin criterion (MMC) is adopted 

to maximize the following criterion 

 

III. Classification Of HCRF 
As for the classification module, a significant number of ways had been employed for correct 

expression classification. In authors exploited artificial neural networks (ANNs) in order to classify exclusive 

facial expressions and completed a 73% realization price. Nonetheless, ANN is a black box and has incomplete 

capacity to explicitly categorize feasible major relationships. Besides, ANNs may just take very long time to 

coach and may lure in dangerous local minima. Additionally, authors and employed help vector machines 

(SVMs) for their FER approach. But, in SVMs, the commentary probability is calculated using oblique 

approaches; in other phrases, there is not any direct estimation of the likelihood. 

Furthermore, SVMs simply overlook temporal dependencies among video frames, and as a 

consequence each and every frame is expected to be statistically independent from the rest. Similarly, authors of 

utilized Gaussian combination items (GMMs) to admire exceptional types of facial expressions. However facial 

features would be very sensitive to noise; thus, quick versions in facial frames can't be modeled via GMMs and 

would cause misclassification. Lots of the aforementioned classifiers have been employed for frame-centered 

classification. Then again, probably the most normally used sequence-headquartered classification system is the 

Hidden Markov units (HMMs). HMMs have their own potential in handling sequential information when frame-

degree points are used, whereas vector-headquartered classifiers, equivalent to GMMs, ANNs, and SVMs, fail 

to study the sequence of the characteristic vectors.  

Nonetheless, traditional HMMs are situated on Markovian property, which presumes that the present 

state depends most effective on the previous state. Due to the fact that of this assumption, labels of two 

contiguous states need to hypothetically occur consecutively in the determined sequence. Lamentably, this 

presumption shouldn't be normally proper sincerely. Every other obstacles of HMMs include their generative 

nature and the independence assumption between states and observations [56]. A no generative model akin to 

highest entropy Markov model (MEMM) was developed with a view to unravel the barriers of HMM, and it 

produced higher results in comparison with HMM. However, MEMM has a commonly known predicament 

called the ―label bias crisis‖.  Conditional Random Fields (CRF) and HCRF [58], the generalizations of MEMM, 

have been then proposed to take the whole skills of MEMM and to remedy the ―label bias difficulty‖. HCRF 

extends the capacity of CRF with hidden states making it in a position to be trained hidden structure of the 

sequential knowledge. Each of them use global normalization as an alternative of per-state normalization. For 

this reason, they enable weighted scores, making the parameter house greater than these of MEMM and HMM. 

The following dialogue provides the underlying concept of HCRF, and analyzes the barriers of their current 

implementations. 

In this mapping from input X to labels  𝑌 ∈ Γ,for instance, computed as 

𝑝 𝑌 𝑋; Λ =
 exp⁡{ Λ, f(𝑌, 𝑆 ,𝑋 , }𝑆 

𝑍 𝑋; Λ 
 

𝑧 𝑋, Λ =  exp⁡{ Λ, f(𝑌, 𝑆 ,𝑋 , }𝑆      (10) 

Show the above equation that with some specific set of parameters (Λ),HCRF,s dependencies are similar to 

those of HMM. For example with above features vectore, the diagonal –covariance Gaussian distribution can be 

defined as  

Λ𝑦 ′
𝑝𝑟

= log 𝑢𝑦 ′ ,∀𝑦′ ∈ 𝑌, 
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Λ𝑆𝑆′
𝑇𝑟 = log 𝐴𝑠𝑠′ ,∀𝑠𝑠′ ∈ 𝑆 , 

Λ𝑆
𝑂𝑐𝑐 = −

1

2
(log 2𝜋𝜎𝑠

2 +
𝜇𝑠

2

𝜎𝑠
2            (11) 

Λ𝑆
𝑀1 =

𝜇𝑠
2

𝜎𝑠
2
 

 Λ𝑆
𝑀2 = −

1

2𝜎𝑠
2,                                                         (12) 

Where u in (8) is the prior distribution of Gaussian –HMM and A  is transition matrix, then the numerator of the 

condition probability can be written as 

 𝐞𝐱𝐩⁡𝐞𝐱𝐩⁡{ 𝚲, 𝐟(𝒀,𝑺 ,𝑿 , }𝒔 =  𝒖(𝑺𝟏) 𝑨 𝑺𝒕−𝟏,𝑺𝒕 𝑵(𝒙𝒕
𝟐,𝒖𝑻

𝒕=𝟏𝑺 𝒔𝒕,𝝈𝑺𝒕),                                               (13) 

Where N denotes the Gaussian distribution. The conditional likelihood of X given Y is computed with a 

Gaussian-HMM  that has a previous distribution u, and a transition matrix A. A extra generalized variant of the 

HCRF model has been proposed  so as to handle extra complicated distributions utilizing a linear combo of 

Gaussian density features, and is given as 

𝑝 𝑌 𝑋; Λ =
  exp ⁡{ Λ,f(𝑌,𝑆 ,𝑋 ,}M

m =1𝑆 

𝑍 𝑋;Λ 
         (14) 

where M is the number of components in the Gaussian mixture. Although, there are some existing works that 

employed the above HCRF model and showed good result.  They did not address and overcome the limitations 

of the model. As we can see in the above equation, that the model can only utilize diagonal-covariance Gaussian 

distribution. In other words, the variables (columns of xi , i = 1, 2, . . . , N) are assumed to be pair-wise 

independent. Hereafter, we call these model diagonal covariance Gaussian mixture hidden conditional random 

fields (DCGM-HCRF). In addition, equations (10), (11), and (12) imply that with a particular set of values, the 

observation density at each state will converge to Gaussian form. Unfortunately, there is algorithm that could 

guarantee this convergence. Therefore, these assumptions may result in a decrease of accuracy. In order to 

inherit the advantages of HCRF model and completely tackle the limitations of the existing work, we propose 

the use of HCRF algorithm that is able to explicitly utilize mixture of full covariance Gaussian mixture hidden 

conditional random fields (FCGM-HCRF). 

 

Stepwise Linear Discriminant Regression Classification For Face Recognition (Swldrc) 

The expressions that end in high within-class variance and low between-class variance. Therefore, a 

technique is needed that not solely provides the dimension reduction, however additionally will increase the low 

between-class variance to extend category separation before the options square measure fed to the classifier. so 

as to resolve this downside, many ways are planned within the machine learning literature, like kernel 

discriminant analysis (KDA), generalized discriminant analysis (GDA), and linear discriminant analysis (LDA) 

[64]. Among these, LDA has been wide utilized in FER systems. However, LDA may be a linear technique 

that's restricted in flexibility once applied to a lot of advanced datasets. For a lot of details on LDA, please ask a 

previous study. Consequently, this work employs a strong feature extraction technique known as Stepwise 

Linear Discriminant Regression Classification for Face Recognition (SWLDRC). SWLDRC is straightforward 

to elucidate, has sensible prognostic ability, and computationally, it's more cost-effective than alternative 

existing ways. Some limitations of the prevailing works, like illumination amendment, don't have an effect on 

the performance of the SWLDRC. SWLDRC solely extracts alittle set of options by using forward and 

backward regression models. In forward regression, the foremost correlative options square measure hand-

picked supported partial F-test values, whereas in backward regression, the smallest amount vital options square 

measure aloof from the regression model. In each cases, F-test values square measure calculated on the idea of 

outlined category labels. The advantage of this methodology is that it's terribly economical for seeking localized 

options. the particular variety of the extracted options used is two hundred. For a lot of details on SWLDRC. 

 

Hidden Conditional Random Fields (HCRF) 

 As mentioned before that the present HCRF utilizes diagonal covariance Gaussian distributions in the 

function operate and does not assurance the convergence of its parameters to a few certain values at which the 

conditional likelihood is modeled as a mixture of typical density capabilities. When you consider that of this 

property, the existing HCRF losses quite a lot of expertise. This is among the foremost disadvantages of the 

existing HCRF model. With a view to remedy this drawback, we explicitly involve full covariance Gaussian 

distributions in the characteristic services at the observation degree. For the prior and transition possibilities, we 

used the same equations of [59] as described in (3) and (four). Mathematically, our contribution will also be 

defined as 

  𝒀,𝑺 ,𝑿 =  𝐥𝐨𝐠  𝚪𝐬,𝐦
𝐨𝐛𝐬𝐍 𝐱𝐭

𝟐,𝛍𝐬,𝐦,𝚺𝐬,𝐦 𝑴
𝒎=𝟏  𝑻

𝒕=𝟏
𝟎𝒃

𝑺
(𝜹 𝑺𝒕 = 𝑺 )    (15) 

 The (15) presents the observation of the input at each state. Where M is the number of density 

functions,Γ is used in order to consider the contextual information of the whole observation, is the mixing 
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weight of the mth component with mean μs,m and covariance matrix  Γs,m
obs N xt

2, μ
s
, m, Σs , m 𝑀

𝑚=1   in (15) can 

be computed as 

𝑵(𝒙𝒕
𝟐,𝝁𝒔,𝒎,𝚺𝐬,𝐦) =

𝟏

 𝟐𝝅 
𝑫
𝟐  𝚺𝐬,𝐦 

𝟏
𝟐

𝐞𝐱𝐩⁡ −
𝟏

𝟐
(𝒙𝒕

𝟐 − 𝒛,𝒎 𝚺𝒔,𝒎
−𝟏

′

(𝑿𝒕
𝟐 − 𝝁𝒔,𝒎)            (16) 

where D is the dimension of the observation, and Σs , m is the full covariance matrix. As we can see in (15), by 

changing Γ,μ and Σswe can create any mixture of the normal densities. So, the corresponding observation 

weight  (Λ𝑠
𝑜𝑏 )  is not necessary to be updated during the training phase. Therefore, 

Λ𝑠
𝑜𝑏 =1,∀∈ 𝑆                                                                          (17) 

As a result, the conditional probability that is used to model the system can be rewritten as 

𝑝 𝑌 𝑋; Λ, Γ, 𝜇, Σ =
 exp ⁡(𝑃 𝑆  +𝑇 𝑆  +𝑜 𝑆  )𝑆 

𝑍 𝑋;Λ,Γ,𝜇 ,Σ 
                          (18) 

Where 

𝑃 𝑆  =  Λ
y ′

pr
𝑆∈𝑠 𝑓

𝑦 ′
𝑝𝑟  𝑌, 𝑆 ,𝑋 ,                                           (19) 

𝑇 𝑆  =  Λ𝑆 ′𝑆 ′
Tr

{𝑆 ′𝑆}∈𝑆 𝑓
𝑆 ′𝑆 ′
𝑇𝑟  𝑌, 𝑆 ,𝑋 ,                                   (20) 

𝑜 𝑆  =  fo
ob

𝑆∈𝑠  𝑌, 𝑆 ,𝑋                                                     (21) 

By putting the values of (𝑃 𝑆    𝑇 𝑆   𝑎𝑛𝑑  𝑜 𝑆  from (19), (20), and (21) respectively in (18), the 

updated conditional probability can be rewritten in (22), as shown at the bottom of this page. As mentioned 

before, our contribution is at the observation level; therefore, by putting the value of (𝑃 𝑆  + 𝑇 𝑆  + 𝑜 𝑆  from 

(15), the updated conditional probability for the system can be rewritten, as shown at the bottom of this page. 

The simple form of the conditional probability is defined in (22). 

𝑝 𝑌 𝑋; Λ, Γ, 𝜇, Σ =
𝑆𝑐𝑜𝑟𝑒  𝑌 𝑋;Λ,Γ,𝜇 ,Σ 

𝑍 𝑋 ;Λ,Γ,𝜇 ,Σ 
                                     (22) 

 The procedure of the proposed HCRF follows exactly the procedure of the [59]. Based on equations 

(22) further update the conditional probability using the well known forward and backward algorithms (as the 

algorithms used in HMM), which are defined in equations respectively, as shown at the bottom of this page. 

𝒑 𝒀 𝑿;𝚲,𝚪,𝝁,𝚺 =
 𝐞𝐱𝐩⁡  𝚲

𝐲′

𝐩𝐫
𝑺∈𝒔 𝒇

𝒚′

𝒑𝒓 𝒀,𝑺 ,𝑿 +  𝚲
𝑺′𝑺′
𝐓𝐫

 𝑺′𝑺 ∈𝑺 𝒇
𝑺′𝑺′
𝑻𝒓  𝒀,𝑺 ,𝑿 +  𝚲

𝑺′𝑺′
𝐓𝐫

{𝑺′𝑺}∈𝑺 𝒇
𝑺′𝑺′
𝑻𝒓  𝒀,𝑺 ,𝑿  𝑺 

𝒁 𝑿;𝚲,𝚪,𝝁,𝚺 
 

                          (23) 

Therefore, the Score 𝑍 𝑋; Λ, Γ, 𝜇, Σ of (24) is equal to the forward algorithm (α) and backward algorithm (β). 

𝑺𝒄𝒐𝒓𝒆 𝒀 𝑿;𝚲,𝚪,𝝁,𝚺 =  𝜶𝑻 𝒔 =𝑺∈𝒔  𝜷𝟏 𝒔 𝑺∈𝒔          (24) 

In the training phase, our goal was to find the parameters to maximize the conditional probability of the 

training data. In SH-FER, we utilize (Limited-memory Broyden-Fletcher-Goldfarb-Shanno) L-BGFS method to 

search the optimal point. However, instead of repeating the forward and backward algorithms to compute the 

gradients as others did [59], we run the forward and backward algorithms only when calculating the conditional 

probability, then we reuse the results to compute the gradients. 

 

IV. Conclusion 

In this propose a Step wise linear discriminant regression classification for face recognition and Hidden 

Conditional Random Fields. SWLDRC-HCRF finds a discriminate mathematical space by increasing 

cooperative between-class reconstruction error and minimizing the within-class reconstruction error at the same 

time. in depth experiments convey that LRC features a a lot of higher recognition accuracy on the mathematical 

space learned by SWLDRC than that of LCDRC. 

 Over the past two decades, FR systems have received a great deal of attention from the research 

community due to their application in many areas of pattern recognition and computer vision. However, 

recognizing human faces accurately is still a major concern. This lack of accuracy can be attributed to various 

causes, such as the failure to extract prominent features, and the high similarity among different face that results 

due to the presence of low between-class variance in the feature space.  
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