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Abstract: In the deep sub micrometer CMOS process technology, the interconnect resistance, length, and inter-

wire capacitance are increasing significantly, which contribute to large on-chip interconnect propagation 

delay. Data transmitted over interconnect determine the propagation delay and the delay is very significant 

when adjacent wires are transitioning in opposite directions (i.e., crosstalk transitions) as compared to 

transitioning in the same direction. Propagation delay across long on-chip buses is significant when adjacent 

wires are transitioning in opposite direction (i.e., crosstalk transitions) as compared to transitioning in the same 

direction. By exploiting Fibonacci number system, we propose a family of Fibonacci coding techniques for 

crosstalk avoidance, relate them to some of the existing crosstalk avoidance techniques, and show how the 

encoding logic of one technique can be modified to generate code words of the other technique.  

Keywords: On-chip bus, crosstalk, Fibonacci coding. 

 

I. Introduction 
The advancement of very large scale integration (VLSI) technologies has been following Moore’s law 

for the past several decades: the number of transistors on an integrated circuit is doubling every two years and 

the channel length is scaling at the rate of 0.7/3 years. It was not long ago when VLSI design marched into the 

realm of Deep Submicron (DSM) processes, where the minimum feature size is well below 1 μm. These 

advanced processes enable designers to implement faster, bigger and more complex designs. With the increase 

in complexity, System on Chip (SoC), Network on Chip (NoC) and Chip-level Multiprocessing (CMP) based 

products are now readily available commercially. 

Some major challenges in DSM technologies include design productivity, manufacturability, power 

consumption, dissipation and interconnect delay. High design cost and long turn-around time are often caused 

by the growth in design complexity. A high design complexity results from a growth in transistor count and 

speed, demand for increasing functionality, low cost requirements, short time-to market and the increasing 

integration of embedded analog circuits and memories. Poor manufacturability is often a direct result of 

reduction in feature size. As the feature size gets smaller, the design becomes very sensitive to process variation, 

which greatly affects yield, reliability and testability. To address these issues, new design flows and 

methodologies are implemented to improve the efficiency of the designs. IC foundries are adding more design 

rules to improve the design robustness. For many high densities, a high speed DSM design, power consumption 

is a major concern. Increasing transistor counts, chip speed, and greater device leakage are driving up both 

dynamic and static power consumption. 

In the meanwhile, however, DSM technologies also present new challenges to designers on many 

different fronts such as (i) scale and complexity of design, verification and test; (ii) circuit modeling and (iii) 

processing and manufacturability. Innovative approaches are needed at both the system level and the chip level 

to address these challenges and mitigate the negative effects they bring. 

 

II. On-Chip Crosstalk Avoidance 
Capacitive crosstalk has become a major determinant of the total power consumption and delay of on-

chip busses. Figure.1 illustrates a simplified on-chip bus model with crosstalk. In the figure, CL denotes the load 

capacitance, which includes the receiver gate capacitance and also the parasitic wire-to-substrate parasitic 

capacitance. CI is the inter-wire coupling capacitance between adjacent signal lines of the bus. In practice, this 

bus structure is typically modeled as a distributed RC network, which includes the non-zero resistance of the 

wire as well It has been shown that for DSM processes, CI is much greater than CL [61]. Based on the energy 

consumption and delay models given in the bus energy consumption can be derived as a function of the total 

crosstalk over the entire bus. The worst case delay, which determines the maximum speed of the bus, is limited 

by the maximum crosstalk that any wire in the bus incurs. It has been shown that reducing the crosstalk boosts 

the bus performance significantly different approaches have been proposed for crosstalk reduction in the context 

of bus interconnects. Some schemes focus on reducing the energy consumption, some focus on minimizing the 

delay and other schemes address both. 
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Figure 1 simplified on-chip bus model with crosstalk 

 

The simplest approach to address the inter-wire crosstalk problem is to shield each signal using 

grounded conductors. Khatri et al. in [1, 2] proposed a layout fabric that alternatively inserts one ground wire 

and one power wire between every signal wire, i.e., the wires are laid out as . . . VSGSVSGSVS . . . , where S 

denotes a signal  wire, G denotes a ground wire and V denotes a power wire. Any signal wire has a static (V or 

G) wire on each side, and hence, when it switches, it needs to charge a capacitance of value of 2CI .  

 
Figure 2 A Fabric Based Design 

 

This fabric also enforces a design rule that metal wires on a given layer run perpendicular to wires on 

layers above or below. The fabric has the advantage of improved predictability in parasitic capacitance and 

inductance. It automatically provides a low resistance power and ground network as well. Such a fabric results 

in a decrease in wiring density. Even though the fabric appears to require a large area overhead, experimental 

results show that on average, the circuit size grows by only 3% if the circuit is implemented as a network of 

medium-sized programmable logic arrays (PLAs). In theworst case, however, the circuit size can be more than 

200%of the conventional layout. Figure 2 illustrates such a fabric-based design. Khatri et al. [1] also provides 

discussions on wire removal in networks of Programmable Logic Arrays (PLA) 

Crosstalk avoidance bus encoding techniques manipulate the input data before transmitting them on the 

bus. Bus encoding can eliminate certain undesirable data patterns and thereby reduce or eliminate crosstalk, with 

much lower area overhead than the aforementioned straightforward shielding techniques [36, 88, 90, 99, 100]. 

These types of codes are referred to as crosstalk avoidance codes (CACs) or self shielding codes. Depends on 

their memory requirements, CACs can be further divided into two categories: memory less codes and memory-

based codes. Memory based coding approaches generate a codeword based on the previously transmitted code 

and the current data word to be transmitted [34, 100]. On the receiver side, data is recovered based on the 

received code words from the current and previous cycles. The memory less coding approaches use a fixed code 

book to generate code words to transmit. The codeword is solely dependent on the input data. The decoder in the 

receiver uses the current received codeword as the only input in order to recover the data. 

Among all the memory less CACs proposed, two types of codes have been heavily studied. The first is 

called forbidden pattern free (FPF) code and the second type of code has the property that between any two 

adjacent wires in the bus, there will be no transition in opposite directions in the same clock cycle. Different 

names have been used in the literatures for the second type of codes. In this paper, we refer these codes as 

forbidden transition free (FTF) CACs. Both FPF-CACs and FTF-CACs yield the same degree of delay reduction 

as passive shielding while requiring much less area overhead. Theoretically, the FPF-CAC has slightly better 

overhead performance that the FTF-CAC. In practice, for large size bus, this difference is negligible. 

 

III. Fibonacci Binary Numeral System  
A numeral system is “a framework where numbers are represented by numerals in a consistent 

manner” [5]. The most commonly used numeral system in digital design is the binary numeral system, which 

uses powers of two as the basis. For a number v, its binary representation is defined in Eq. 1.  The binary 

numeral system is complete and unambiguous, which means that each number has one and only one 

representation in the binary numeral system. 
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Equation 1 

 
The Fibonacci-based numeral system N(Fm, {0, 1}) is the numeral system that uses Fibonacci 

sequence as the basis. The definition of the Fibonacci sequence [3] is given in Eq. 2. A number v is represented 

as the summation of some Fibonacci numbers, and no Fibonacci number is in the summation more that once, as 

indicated in Eq. 2. 

 

Equation 2 

 
Similar to the binary numeral system, the Fibonacci-based numeral system is complete, and therefore 

any number v can be represented in this system. However, the Fibonacci-based numeral system is ambiguous. 

As an example, there are six 7-digit vectors in the Fibonacci numeral system for the decimal number 19: 

{0111101, 0111110, 1001101, 1001110, 1010001, 1010010}. For clarity, we refer to a vector in the binary 

numeral system as a binary vector or binary code; a vector in the Fibonacci numeral system is referred to as a 

Fibonacci vector or Fibonacci code. All the Fibonacci vectors that represent the same value are defined as 

equivalent vectors. 

The n-bit binary vector can represent numbers in the range of [0, 2n−1], and therefore a total of 2n 

values can be represented by n-bit binary vectors.  we know that the range of an m-bit Fibonacci vector is [0, 

fm+2−1], where the minimum value 0 corresponds to all the bits dk being 0, and the maximum value 

corresponds to all dk being 1. Hence a total of fm+2 distinct values can be represented by m-bit Fibonacci 

vectors.  

We first propose a coding scheme that converts the input data to a forbidden pattern free Fibonacci 

vector. The code is near-optimal since the required overhead is no more than 1 additional bit, compared to the 

theoretical lower bound given The coding algorithm is developed based on a result that states that any number v 

can be represented in FNS, in an FPF manner. In order to prove this result, we first derive the following 

corollaries: 

The following twom-bitFibonacci vectors are equivalent: dmdm−1 · · · d301 and dmdm−1 · · · d310. In 

other words, dmdm−1 · · · d301 ≡ dmdm−1 · · · d310. 

Proof Since f2 = f1 = 1, it is obvious that the last two digits are interchangeable 

 

 
Figure 3 CPF encoding algorithm 
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Fig  Nff encoding algorithm 

 
Fig CRF encoding process 

 

Figure. 3 show that an m-bit FPF vector is generated in m stages. Each stage outputs one bit of the 

output vector (dk ) and the remainder (rk ) that is the input to the following stage. In the kth stage, the input rk+1 

is compared to two Fibonacci numbers fk+1 and fk. If rk+1 ≥ fk+1, dk is coded as 1; If rk+1 < fk , dk is coded as 

0; If the value rk+1 is in between, dk is coded to the same value as dk+1. The remainder is computed as rk+1 − 

dk · fk . We shall refer the ranges [ fk+1, fk+2), ( fk , fk+1) and [0, fk) as the force-1 zone, gray zone and force-0 

zone of the kth stage respectively. The most significant bit (MSB) stage is slightly different from other stages 

since no bit proceeds it. It encodes dm by comparing the input v with only one Fibonacci number, fm+1. 

The decoder is a straightforward implementation of Eq. 2 which converts the Fibonacci vector back to the 

binary vector The correctness of Algorithm can be proven by showing that if after the kth stage, the partially 

generated output vector dm · · · dk+1dk is FPF, then adding the output of the (k − 1)th stage, dk−1 will not 

introduce a forbidden pattern 

 

 
Figure 4 Encoder and Decoder Implementation 



Fibonacci Codes for Crosstalk Avoidance 

www.iosrjournals.org                                                             13 | Page 

 

 
Figure 5 FPF Code book & all implementations code book 

 
Figure 6 FSM Chart Implementation 

 

 
Figure 7 Matlab Design 
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IV. Results and Conclusions 
We proposed a family of Fibonacci coding techniques for crosstalk avoidance by exploiting Fibonacci 

number system. Figure 8 & 9 Show the Simulated Waveform and RTL schematic of the proposed FTF Codec.   

Crosstalk avoidance codes are shown to be able to reduce the inter-wire crosstalk and therefore boost the 

maximum speed on the data bus. They have the advantage of consuming less area overhead than shielding 

techniques. Even though several different types of codes have been proposed in the past few years, no mapping 

scheme was given which facilitates the CODEC implementation. Compounded by the nonlinear nature of the 

CAC, the lack of a solution to the systematic construction of the CODEC has hampered the wide use of CAC in 

practice. In this paper, we give what we believe is the first solution to this problem. We showed that data can be 

coded to a forbidden pattern free vector in the Fibonacci numeral system. We first give a straightforward 

mapping algorithm that produces a set of FPF codes with near-optimal cardinality. The area overhead of this 

coding scheme is near the theoretical lower bound. The CODEC based on this coding scheme is systematic and 

has very low complexity. The size of the CODEC grows quadratically with the data bus size as opposed to 

exponentially in a brute forced implementation. Our systemic coding scheme allows the code design of 

arbitrarily large busses without having to resort to bus partitioning 

We showed the inter-dependency among the proposed techniques and provided a formal procedure to 

convert a codeword set into another codeword set. We also related our proposed techniques with some of the 

existing crosstalk avoidance coding techniques. The proposed techniques eliminate crosstalk completely, but not 

inductance. The worst-case inductance occurs when adjacent lines transition in the same direction. We plan to 

come up with a suitable mechanism to minimize the inductance effects using Fibonacci codes in future. 

We can further propose an improved coding scheme which yields a set of FPF codes with maximum cardinality. 

The area overhead of this optimal coding scheme matches the theoretical lower bound. We gave the 

corresponding modification in the CODEC design as well. This paper also discusses issues associated with 

CODEC implementations. We proposed a modified coding scheme that eliminates the MSB stage in the encoder 

and simplifies the decoder side as well. The modification reduces the total gate count and improves the CODEC 

speed. 

 
Figure 8 CPF  simulation waveform 

 
Nff simulation waveform 
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Figure 9 RTL Schematic of the Designed Model 
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