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 ABSTRACT : Data collection is a fundamental function provided by wireless sensor networks. The performance 
of wireless network can be measured by how efficiently collect sensing data from all sensor nodes. Previously, 
the study of data collection capacity has concentrated on large-scale random networks. But in most of the 
practical sensor applications, the sensor network is not uniformly deployed and the number of sensors may not 
be as huge as in theory. Therefore, it is necessary to study the capacity of data collection in an arbitrary 
network. In this paper a simple BFS tree based method is used which can lead to order-optimal performance for 
any arbitrary sensor networks. We then study the capacity bounds of data collection under a general graph 
model, where two nearby nodes may be unable to communicate due to barriers or path fading, and discuss 
performance implications. From this study among this two BFS tree based method find which one is better. 
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1. INTRODUCTION  
 

 A wireless sensor network consists of a set of sensor devices which spread over a geographical area. The 
ultimate goal of sensor networks is often to collect the sensing data from all sensors to a sink node and then 
perform further analysis at the sink node. Thus, data collection is one of the most common services used in 
sensor network applications. In this paper, I study some fundamental capacity problems arising from data 
collection in wireless sensor networks. 

 I consider a wireless sensor network where n sensors are arbitrarily deployed in a finite geographical 
region. Each sensor measures independent field values at regular time intervals and sends these values to a sink 
node. The union of all sensing values from n sensors at a particular time is called a snapshot. The task of data 
collection is to deliver these snapshots to a single sink. The performance of data collection in sensor networks 
can be characterized by the rate at which sensing data can be collected and transmitted to the sink node. In 
particular, the theoretical measure that captures the limits of collection processing in sensor networks is the 
capacity of many-to-one data collection.  

Data collection capacity reflects how fast the sink can collect sensing data from all sensors with 
interference constrain. It is critical to understand the limit of many-to-one information flows and devise efficient 
data collection algorithms to improve the performance of wireless sensor networks. 

Capacity limits of data collection in random wireless sensor networks have been studied in the 
literature [1]–[6]. In [1], [2], Duarte-Melo et al. first introduced the many-to-one transport capacity in dense and 
random sensor networks under protocol interference model. El Gamal [3] studied the capacity of data collection 
subject to a total average transmitting power constraint where a node can receive data from multiple source 
nodes at a time. However, all the above research shares the common assumption where large number of sensor 
nodes are either located on a grid structure or randomly and uniformly distributed in a plane. Such assumption is 
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useful for simplifying the analysis and deriving nice theoretical limitations, but may be invalid in many practical 
sensor applications. 

 Arbitrary network means the sensor network can be deployed in any way and it can form any network 
topology. For arbitrary sensor network under protocol interference model, this paper proposes a data collection 
method based on Breadth First Search (BFS) [1] tree and this method can achieve collection capacity [2] of 
which matches the theoretical upper bound. 

 Since the disk graph model is idealistic, also consider a general graph mode [4]. In the general graph 
model, two nearby nodes may be unable to communicate due to various reasons such as barriers and path 
fading. Thus the study shows that a greedy scheduling algorithm on BFS tree can achieve capacity as in the 
theoretical limits. These two BFS tree based method is compared by analyzing how many time slots are needed 
to collect all the sensing data at the sink node. 

 
2.  RELATED WORKS  
 

Capacity of data collection in random wireless sensor networks has been investigated in [1]–[6]. Duarte-Melo et 
al.[1], [2] first studied the many-to-one transport capacity inrandom sensor networks under protocol interference 
model.They showed that the overall capacity of data collection  is Θ(W). El Gamal [3] studied data collection 
capacity subjectto a total average transmitting power constraint. They relaxed the assumption that every node 
can only receive from one source node at a time. It was shown that the capacity of random networks scales as 
Θ(lognW) when n goes to infinity and the total average power remains fixed.  

Their method uses antenna sharing and channel coding. Barton and Zheng [4] also investigated data 
collection capacity under more complex Recently, Chen et al. [6] have studied data collection capacity with 
multiple sinks. They showed that with k sinks the capacity increases to Θ(kW) when k = O( n log n) or Θ( nW 
log n) when k = Ω( n log n). Liu et al. [5] lately introduced the capacity of a more general some-to-some 
communication paradigm in random networks where there are s(n) randomly selected sources and d(n) 
randomly selected destinations. They derived the upper and lower bounds for such a problem. 

 However, all research above shares the standard assumption that a large number of sensor nodes are 
either located on a grid structure or randomly and uniformly distributed in a plane. Such an assumption is useful 
to simplify the analysis and derive nice theoretical limits, but may be invalid in many practical sensor 
applications. 

 
 

3. NETWORK MODELS AND COLLECTION CAPACITY  
 

3.1 Basic Network Models 

In this paper, I focus on the capacity bound of data collection in arbitrary wireless sensor networks. For 
simplicity, start with a set of simple and yet general enough models. Later, we will relax them to more realistic 
models. I consider an arbitrary wireless network with n sensor nodes v1, v2,…. , vn and a single sink v0. These n 
sensors are arbitrarily distributed in a field. At regular time intervals, each sensor measures the field value at its 
position and transmits the value to the sink. Here first adopt a fixed data-rate channel model where each wireless 
node can transmit at W bits/second over a common wireless channel.  Here I  will refer to a network where the 
nodes are randomly placed following a uniform distribution as a randomly deployed network or a random 
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network. In such a network we have no direct control over the exact location of the nodes. I will refer to a 
network where we can determine the exact locations of the nodes as an arbitrary network. Note that an arbitrary 
network is thus a particular instance of the random network with a very low probability of occurring. TDMA 
scheduling is used at MAC layer. Under the fixed data-rate channel model, and assume that every node has a 
fixed transmission power P. Thus, a fixed transmission range r can be defined such that a node vj can 
successfully receive the signal sent by node vi. 

  Fig.1.shows the example of sink is situated deterministically at the center of this field. It is the ultimate 
receiver of all data generated by sources in the network. The effect of positioning the sink closer to the edge of 
the network is discussed in the next section. Throughout the paper W will refer to the transmission capacity of 
the channel in a flat network. In a hierarchical network W will refer to the transmission capacity of the channel 
used within clusters. W 0 will refer to the transmission capacity of the channel used from the heads to the sink. 

 

3.2   CAPACITY OF DATA COLLECTION 

In this paper, formally define delay and capacity of data collection in wireless sensor networks. Recall that each 
sensor generates a field value with b bits at regular time intervals, and tries to transport it to the sink. We call the 
union of all values from all n sensors at particular sampling time a snapshot of the sensing data. Then the goal of 
data collection is to collect these snapshots from all sensors. It is clear that the sink prefer to get each snapshot 
as quickly as possible. In this paper, assume that there is no correlation among all sensing values and no network 
coding or aggregation technique is used during the data collection. 

Definition 1: The delay of data collection D is the time used by the sink to successfully receive a snapshot, i.e., 
the time needed between completely receiving one snapshot and completely receiving the next snapshot at the 
sink. 

Definition 2: The capacity of data collection C is the ratio between the size of data in one snapshot and the time 
to receive such a snapshot (i.e., nb/D ) at the sink. 

  

4. COLLECTION CAPACITY UNDER  DISK GRAPH MODEL 
Upper Bound of Collection Capacity: It has been proved that the upper bound of capacity of data collection for 
random networks is W [1], [2]. It is obviously that this upper bound also holds for any arbitrary network. The 
sink v0 cannot receive at rate faster than W since W is the fixed transmission rate of individual link. Therefore, 
we are interested in design of data collection algorithm to achieve capacity in the same order of the upper 
bound, i.e. £(W). We now propose a BFS-based data collection method and demonstrate that it can achieve the 
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capacity of £(W) under our network model. Our data collection method includes two steps: data collection tree 
formation and data collection scheduling. 

 

4.1 DATA COLLECTION TREE – BFS TREE 
 

The data collection tree used by our method is a classical Breadth First Search (BFS) tree rooted at the sink v0. 
The time complexity to construct such a BFS tree is O(|V|+|E|). Let T be the BFS tree and v1……vm be all leaves 
in T. For each leaf vm  there is a path Pi from itself to the root v0. Let ∂Pi (vj) be the number of nodes on path Pi 

which are inside the interference range of vm (including vm itself ).  

 

4.2 BRANCH SCHEDULING ALGORITHM 
 

 
Now illustrate how to collect one snapshot from all sensors. Given the collection tree T, our scheduling 
algorithm basically collects data from each path Pi in T one by one. First, we explain how to schedule collection 
on a single path. For a given path Pi, we can use Δi slots to collect one data in the snapshot at the sink.  Each 
node on the path has unit data to transfer. Links with the same color are active in the same slot. After three slots, 
the leaf node has no data in this snapshot and the sink got one data from its child. Therefore, to receive all data 
on the path, at most Δi × |Pi| time slots are needed. This scheduling method is Path Scheduling. 

 

 
4.3 CAPACITY ANALYSIS 

 
Now we can analyze the achievable capacity of our data collection method by counting how many time slots 

the sink needs to receive all data of one snapshot. The data collection method based on path scheduling in BFS 
tree can achieve data collection capacity of Θ(W) at the sink. 

In Algorithm 1, the sink collects data from all c paths in T. In each step (Lines 3-4), data are transferred on 
path Pi and it takes at most Δi . |Bi| time slots. Recall that Path Scheduling needs at most Δi .k time slots to 
collect k packets from path Pi. Therefore, the total number of time slots needed for Algorithm 1, denoted by τ. 
the upper bound of data collection capacity is W, thus our data collection algorithm is order-optimal. 
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5. COLLECTION CAPACITY FOR GENERAL GRAPH MODEL  
 
Now assume that the communication graph is a disk graph where two nodes can communicate if and only if 
their distance is less than or equal to transmission range r. However, a disk graph model is idealistic since in 
practice two nearby nodes may be unable to communicate due to various reasons such as barriers and path 
fading. Therefore, in this section, consider a more general graph model G = (V,E) where V is the set of sensors 
and E is the set of possible communication links. Every sensor still has a fixed transmission range r such that the 
necessary condition for vj to receive correctly the signal from vi.  

A new greedy-based scheduling algorithm is showed which is inspired by [19]. The scheduling 
algorithm still uses the BFS tree as the collection tree. All messages will be sent along the branch towards the 
sink v0. For n messages from one snapshot, it works as follows. In every time slot, it sends each message along 
the BFS tree from the current node to its parent, without creating interference with any higher-priority message. 
The priority ρi of each packet pi is defined as 1l(vi) . It is clear that packets originated from the children of the 
sink have the highest priority ρi = 1 while packets originated from other nodes have lower priority ρi < 1. For 
two packets with the same priority (on the same level in the BFS tree), ties can be broken arbitrarily. Given a 
schedule, let vj

m be the node of packet pj in the end of time slot τ. The detailed greedy algorithm is given in 
Algorithm 2. 

 

 

  

6. DISCUSSIONS 

Here used two BFS tree based method which gives order optimal performance. In BFS using branch scheduling 
it requires less number of time slots to receive all snapshots from all sensor nodes in the network. But in Greedy 
scheduling method the snapshot will be send according to the priority and it requires more number of time slots 
than branch scheduling. Thus the data collection capacity of this type of arbitrary network is higher by using the 
branch scheduling algorithms. 

  When compared to other methods for analyze the data collection capacity in any network models these 
BFS tree based method will give order optimal performance. 
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7. CONCLUSION 
In this paper, study the theoretical limitations of data collection in terms of capacity for arbitrary wireless sensor 
networks.  First propose an efficient data collection method to achieve capacity which is order-optimal under 
protocol interference model. However, when the underlying network model is a general graph, prove that BFS-
based method can still achieve capacity of for general graphs. All of our methods can also achieve these results 
for random networks.  

 Among these proposed methods ranch scheduling algorithm will give better performance when compared to 
the other one. These proposed methods can lead to order optimal performance in a arbitrary sensor networks. 
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