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#### Abstract

This paper deals with an approximation theorem on proximate orders and this result is followed by some additional asymptotic properties of these functions. Finally proximate order is constructed for a class of GBSP, $F^{(\alpha, \beta)}$ regular in open hyper sphere of radius $R$ under certain conditions.
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## I. Introduction

An entire function is a function of a complex variable which is holomorphic in the finite complex plane. Since an entire function $\mathrm{f}(\mathrm{z})$ is holomorphic in the finite complex plane, it has derivatives of all orders at every point of the plane and thus $\mathrm{f}(\mathrm{z})$ can be represented by a MacLaurin Series, $f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}$, which converges for all values of $z$. It is natural to think of entire functions as being a generalization of polynomials, and indeed many of their properties are quite similar to those of polynomials.

We consider a positive function $\rho(r)$ in $0<r<R, 0<r<\infty$ and having the properties:
(i) $\quad \rho(r) \rightarrow \rho$ as $r \rightarrow R, 0 \leq \rho<\infty$,
(ii) $\frac{(R-r) \ln \left(\frac{R-r}{R}\right) \rho^{\prime}(r)}{R \rho(r)} \rightarrow \alpha-R$ as $r \rightarrow R, 0 \leq \alpha<\infty$,
where $\rho^{\prime}(r)$ denotes the derivative of $\rho(r)$ and $\alpha=R$ for $0<\rho<\infty$ and $\alpha \neq R$ corresponds to $\rho=0$ or $\infty$. Such a function is called the proximate order.
The GBSP are natural extensions of harmonic or analytic functions. Hence we anticipate properties similar to those of the harmonic functions found from associated analytic function $f(z)$, by taking Ref the real part of $f(z)$. Let a real valued GBSP $F^{(\alpha, \beta)}$, regular in $\sum_{R}^{(\alpha, \beta)}$, having order $\rho(0<\rho<\infty)[4]$ and satisfying in addition to (i) and (ii). Then for a given $\sigma(0<\sigma<\infty), \rho(r)$ satisfies also:
(iii) $\quad \rho(r)$ is continuous and piecewise differentiable for $r>r_{0}$; and
(iv) $\quad \lim _{r \rightarrow R} \operatorname{Sup} \frac{\ln M\left(r, F^{(\alpha, \beta)}\right)}{(R / R-r)^{\rho(r)}}=\sigma, M\left(r, F^{(\alpha, \beta)}\right)=\max _{|z|=r}\left|F^{(\alpha, \beta)}(z, 0)\right|$, and $\lim _{r \rightarrow R} \operatorname{Sup} \frac{\ln \ln \ln M\left(r, F^{(\alpha, \beta)}\right)}{\ln \ln (R / R-r)}=$ $\sigma$

This comparison function $\rho(r)$ is called the proximate order of the given $\operatorname{GBSP} F^{(\alpha, \beta)}$. The quantity $\sigma$ is termed as type of GBSP with respect to $\rho(r)$. Obviously, the proximate of order a GBSP is not uniquely determined. If, we add, $c / \ln (R / R-r), 0<c<\infty$, to the proximate order $\rho(r)$ we obtain a new proximate order for the same GBSP $F^{(\alpha, \beta)}$ and the corresponding value of $\sigma$ is divided bye ${ }^{c}$. The existence of such function $\rho(r)$ for analytic function has been established by Kasana[2].
By Hadamard three circle theorem, we know it $f(z)$ is analytic in first disc, $\ln M(r, f)$ is an increasing convex function of $\ln r$ in $0<r<R$. Using above theorem for $\operatorname{GBSP} F^{(\alpha, \beta)}(x, y)$, we have $F^{(\alpha, \beta)}(x, y)$ is regular in open hypersphere $\sum_{R}^{(\alpha, \beta)}, \ln M\left(r, F^{(\alpha, \beta)}\right)$ is an increasing convex function of $\ln r$ in $0<r<R$. Thus we have
$\ln M\left(r, F^{(\alpha, \beta)}\right)=\ln M\left(r_{0}, F^{(\alpha, \beta)}\right)+\int_{r_{0}}^{r} \frac{w\left(x, F^{(\alpha, \beta)}\right)}{x} d x, 0<r_{0}<r<R$.
Where $w\left(x, F^{(\alpha, \beta)}\right)$ is positive, continuous and piecewise differentiable function of $x$.

## II. Basic Results

In this section we will proof some theorem and lemmas

## Asymptotic Properties:

Theorem 2.1: For every proximate order $\rho(r) \in C^{\prime}(0, R)$, there exists a proximate order $\rho_{1}(r) \in C^{2}(0, R)$ such that
$\left|\ln \frac{\rho(r)}{\rho_{1}(r)}\right|=O\left[(\ln (R / R-r))^{-1}\right]$ as $r \rightarrow R$,
and
$\lim _{r \rightarrow R} \frac{(R-r)^{2} \ln \left(\frac{R-r}{R}\right) \rho_{1} "(r)}{R^{2} \rho_{1}(r)}=\vartheta, \quad 0 \leq \vartheta \leq \frac{\sigma-R}{4 \delta}, \delta>0$,
where $C^{m}(0, R), m=1,2$ is the space of all functions defined on $(0, R)$, whose $m^{\text {th }}$ derivatives are continuous.

Proof: Let us assume that $\rho_{1}(r)$ be a proximate order and coincide with $\rho(r)$ on the sequence $\left\{r_{n}\right\}$ as
$\rho(r)=\rho_{1}(r) r_{n}=1-\frac{1}{4^{n}}, \quad n=0,1,2 \ldots \ldots \ldots$.
and
$\lim _{r \rightarrow R} \frac{(R-r) \ln \left(\frac{R-r}{R}\right) \rho_{1}{ }^{\prime}(r)}{R \rho_{1}(r)} \rightarrow \beta-R$
In this case, for $r$ lying in the intervals [ $r_{n}, r_{n+1}$ ]

$$
\begin{align*}
&\left|\ln \frac{\rho(r)}{\rho_{1}(r)}\right|=\left|\int_{r_{n}}^{r}\left\{\frac{\rho^{\prime}(x)}{\rho_{1}(x)}-\frac{\rho_{1}^{\prime}(x)}{\rho_{1}(x)}\right\} d x\right|=\left|\int_{r_{n}}^{r} o\left\{\frac{R}{(R-x) \ln \left(\frac{(R-x)}{R}\right)}\right\} d x\right|  \tag{2.4}\\
&=o\left[\ln \frac{\ln \left(\frac{R-r}{R}\right)}{\ln \left(\frac{R-r_{n}}{R}\right)}\right] o\left[\left(\ln \left(\frac{R}{R-r}\right)\right)^{-1}\right] \quad \text { as } r \rightarrow R
\end{align*}
$$

Thus, it is suffices to construct a proximate $\operatorname{order} \rho_{1}(r) \in C^{2}(0, R)$ satisfying conditions (2.2),(2.3),(2.4). On the interval [ $0,3 / 4]$, we define

$$
\phi(t)=\left\{\begin{array}{cc}
t & 0 \leq t \leq \frac{1}{4} \\
-2 t+\frac{3}{4} & \frac{1}{4} \leq t \leq \frac{1}{2} \\
t-\frac{3}{4} & \frac{1}{2} \leq t \leq \frac{3}{4}
\end{array}\right.
$$

and
$\phi(\alpha)=\int_{0}^{\alpha} \phi(t) d t$.
Since $\phi(t)$ in continuous on [0,3/4], it follows that $\phi(\alpha)>C^{\prime}(0, R)$. We observe
(a) $0=\phi(0)=\phi\left(\frac{3}{4}\right)=\phi^{\prime}(0)=\phi^{\prime}\left(\frac{3}{4}\right)$
(b) $0 \leq \phi(\alpha) \leq \frac{3}{16}$
(c) $\quad\left|\phi^{\prime}(\alpha)\right| \leq \frac{1}{4}$
(d) $\int_{0}^{\frac{3}{4}} \phi(\alpha) d \alpha=\delta>0$.

Consider a sequence $\left\{\varepsilon_{n}\right\}$ such that
$\varepsilon_{n}=\frac{\ln \rho\left(r_{n-1}\right)-\ln \rho\left(r_{n}\right)}{2 \ln 2} \ln \left(\frac{R-r_{n}}{R}\right)$.
Using property (ii) of $\rho(r)$ it can be shown that $\varepsilon_{n} \rightarrow \alpha-h$ as $n \rightarrow \infty$. Finally, we define the function
$\ln \rho_{1}(r)=\ln \rho\left(r_{n}\right)-\frac{R \in n \delta^{-1}}{\left(R-r_{n}\right) \ln \left(\frac{R-r_{n}}{R}\right)} \int_{r_{n}}^{r} \phi\left(\frac{t-r_{n}}{R-r_{n}}\right) d t$.
On the interval $\left[r_{n}, r_{n+1}\right]$, where $\beta \in\left[R, R+\frac{3(\alpha-R)}{16 \delta}\right]$. The verification of properties (i) and (ii) and derivation of (2.2) for the positive function $\rho_{1}(r)$ in quite easy so we omit the details.

Remarks2.1: This theorem remains valid if we understand proximate order to be an arbitrary continuous differentiable function $\rho(r)$ satisfying (ii).
A real valued function $L(r)$ in $0<r<R$ is said to be slowly changing at R , if for every $\mathrm{k}, R<k<\infty$,
$\lim _{r \rightarrow R} \frac{L\left(r+\frac{R-r}{k R}\right)}{L(r)}=R$.
Theorem2.2: Let $\rho(r)$ be proximate order. For $\rho(0 \leq \rho<\infty)$, we find
(a) $\left[\frac{R}{R-r}\right]^{\rho(r)-\rho}$ is a slowly changing function of $r$ in $0<r<R$.
(b) $\left[\frac{R}{R-r}\right]^{\rho(r)}$ is monotonic increasing function for $r>r_{0}$ and $\alpha>0$.
$L(r)=\left[\frac{R}{R-r}\right]^{\rho(r)-\rho}$
hence
$\frac{L^{\prime}(r)}{L(r)}=\ln \left(\frac{R}{R-r}\right) \rho^{\prime}(r) \rightarrow 0$ as $r \rightarrow R$. Thus, for all values of r sufficiently close to R
$\frac{L^{\prime}(r)}{L(r)}=o\left(\frac{R}{R-r}\right) . \Rightarrow \lim _{r \rightarrow R} \frac{L\left(r+\frac{R-r}{k R}\right)}{L(r)}=0$.
For $\rho=0$, we have
$\frac{(R-r) L^{\prime}(r)}{R L(r)}=\rho(r)\left\{\frac{(R-r)\left(\frac{R}{R-r}\right) \rho^{\prime}(r)}{R \rho(r)}+R\right\}$.
Again in view of property (ii), $\frac{(R-r) L^{\prime}(r)}{R L(r)} \rightarrow 0$ as $r \rightarrow R$; and hence (2.7) is obtained which means
$L\left(r+\frac{R-r}{k R}\right) \approx L(r)$ as $r \rightarrow R$.
The proof of part (b) for $\rho>0$ is given as
$\frac{d}{d r}\left[\left(\frac{R}{R-r}\right)^{\rho(r)}\right]=\left(\frac{R}{R-r}\right)^{\rho(r)+1}\left\{\rho(r)+\left(\frac{R-r}{R}\right) \ln \left(\frac{R}{R-r}\right) \rho^{\prime}(r)\right\}>(\rho-\varepsilon)\left(\frac{R}{R-r}\right)^{\rho(r)+1}>0$.
Similarly, for $\rho=0$, we have

$$
\begin{gathered}
\frac{d}{d r}\left[\left(\frac{R}{R-r}\right)^{\rho(r)}\right]=\left(\frac{R}{R-r}\right)^{\rho(r)+1} \rho(r)\left[\frac{(R-r) \ln \left(\frac{R}{R-r}\right) \rho^{\prime}(r)}{R \rho(r)}+R\right] \\
>\left(\frac{R}{R-r}\right)^{\rho(r)+1} \rho(r)(\alpha-\varepsilon), 0<\varepsilon<\alpha
\end{gathered}
$$

In this case $\rho(r) \ln \left(\frac{R}{R-r}\right) \rightarrow \infty$ as $r \rightarrow R$.
Corollary 2.1: For every $k>1$,we have

$$
\lim _{r \rightarrow R} \frac{\left[\left(\frac{k}{k-1}\right) /\left(\frac{R}{R-r}\right)\right]^{\rho\left(r+\frac{R-r}{k R}\right)}}{\left(\frac{R}{R-r}\right)^{\rho(r)}}=\frac{k}{k-1} \rho .
$$

This corollary is the direct consequence of (2.6) and (2.8).
Remarks2.2: The proof of theorem 2.2 is simpler and generalized than the proof given by Juneja and Kapoor [1, thm.1.6.2. pp.58-59] based on Lagrange mean value theorem. Also, Levin [3. lemma, pp.32-33] used mean value theorem to prove a simpler result on slowly growing function in reference to proximate order of entire function having nonzero finite order.

Theorem2.3: For $\rho-1>\beta ; \quad 0 \leq \rho<\infty$ and $R>r>\vartheta>0$,
$\int_{\vartheta}^{r}\left(\frac{R}{r-t}\right)^{\rho(t)-\beta} d t=\frac{\left(\frac{R}{R-r}\right)^{\rho(r) \beta}}{\rho-\beta-1}+o\left(\frac{R}{R-r}\right)^{\rho(r)-\beta-1}$.
Proof: integrating by parts with $\rho>0$ as

$$
\begin{array}{r}
\int_{\vartheta}^{r}\left(\frac{R}{R-t}\right)^{\rho(t)-\beta} d t=\int_{\vartheta}^{r}\left(\frac{R}{R-t}\right)^{\rho(t)-\rho}\left(\frac{R}{R-t}\right)^{\rho-\beta} d t \\
=\left.\frac{\left(\frac{R}{R-t}\right)^{\rho(t)-\beta-1}}{\rho-\beta-1}\right|_{\vartheta} ^{r}-\frac{1}{\beta+1-\rho} \int_{\vartheta}^{r}\left(\frac{R}{R-t}\right)^{\rho(t)-\beta}\left\{\left(\frac{R-t}{R}\right) \ln \left(\frac{R}{R-t}\right) \rho^{\prime}(t)+\rho(t)-\rho\right\} d t \tag{2.10}
\end{array}
$$

Using the definition of proximate order we have asymptotically.

$$
|\rho(t)-\rho|<\frac{\varepsilon}{2}, \quad\left(\frac{R-t}{R}\right) \ln \left(\frac{R}{R-t}\right) \rho^{\prime}(t)<\frac{\varepsilon}{2} .
$$

Hence

$$
\int_{\vartheta}^{r}\left(\frac{R}{R-t}\right)^{\rho(t)-\beta} d t=O(1)+\frac{\left(\frac{R}{R-r}\right)^{\rho(r)-\beta-1}}{\rho-\beta-1}+O(1) \int_{\vartheta}^{r}\left(\frac{R}{R-t}\right)^{\rho(t)-\beta} d t
$$

So,

$$
\begin{equation*}
(1+O(1)) \int_{\vartheta}^{r}\left(\frac{R}{R-t}\right)^{\rho(t)-\beta} d t=O(1)+\frac{\left(\frac{R}{R-r}\right)^{\rho(r)-\beta-1}}{\rho-\beta-1} \tag{2.11}
\end{equation*}
$$

For $\rho=0,(2.10)$ can be written as
$\int_{\vartheta}^{r}\left(\frac{R}{R-t}\right)^{\rho(t)-\beta} d t$

$$
=\left.\frac{\left(\frac{R}{R-t}\right)^{\rho(t)-\beta-1}}{\rho-\beta-1}\right|_{\vartheta} ^{r}-\frac{1}{\beta+1-\rho} \int_{\vartheta}^{r}\left(\frac{R}{R-t}\right)^{\rho(t)-\beta} \rho(t)\left\{\frac{(R-t) \ln \left(\frac{R}{R-t}\right) \rho^{\prime}(t)}{R \rho(t)}+R\right\} d t .
$$

Again we have asymptotically

$$
\left|\rho(t)\left\{\frac{(R-t) \ln \left(\frac{R}{R-t}\right) \rho^{\prime}(t)}{R \rho(t)}+R\right\}\right|<\varepsilon ;
$$

And (2.11) is sufficient to ensure the required result. For $\beta>\rho-1$, we obtain a simpler formula
$\int_{\vartheta}^{r}\left(\frac{R}{R-t}\right)^{\rho(t)-\beta} d t=\frac{\left(\frac{R}{R-r}\right)^{\rho(r)-\beta-1}}{\rho-\beta-1}+O\left(\left(\frac{R}{R-r}\right)^{\rho(r)-\beta-1}\right)$.
Let $\varphi(r)$ be a bounded function on $(0, \mathrm{R})$ and $\rho(r)$ be a proximate order such that
$\lim _{r \rightarrow R \mathrm{inf}}^{\text {sup }} \frac{\varphi(r)}{(R /(R-r))^{\rho(r)}}=\frac{p}{q}$,
And for $\beta \geq 1$,
$\lim _{r \rightarrow R \mathrm{inf}}^{\sup }\left\{\frac{\varphi(r)}{(R /(R-r))^{\rho(r)-\beta-1}} \int_{\vartheta}^{r} \frac{\varphi(r)}{(R /(R-r))^{\beta}}=\frac{r}{s}\right\}$.
Theorem 2.4: For the constants, $\mathrm{p}, \mathrm{q}, \mathrm{r}, \mathrm{s}$ defined in theorem 2.3, we have
$\frac{q}{\rho-\beta-1} \leq s \leq r<\frac{p}{\rho-\beta-1}$.
Proof: For given $\varepsilon>0$ and $r>r_{0}>\vartheta>0$.

$$
\varphi(r)<(p+\varepsilon)\left(\frac{R}{R-r}\right)^{\rho(r)}
$$

and

$$
\int_{\vartheta}^{r} \frac{\varphi(t)}{\left(\frac{R}{R-t}\right)^{\beta}} d t \leq O(1)+(p+\varepsilon) \int_{r_{0}}^{t}\left(\frac{R}{R-t}\right)^{\rho(t)-\beta} d t
$$

using (2.9), we get

$$
\begin{gathered}
\int_{\vartheta}^{r} \frac{\varphi(t)}{\left(\frac{R}{R-t}\right)^{\beta}} d t \leq O(1)+(p+\varepsilon) \frac{\left(\frac{R}{R-r}\right)^{\rho(r)-\beta-1}}{\rho-\beta-1}+O\left(\left(\frac{R}{R-r}\right)^{\rho(r)-\beta-1}\right) \\
\Rightarrow \lim _{r \rightarrow R} \sup \left\{\left(\frac{R}{R-r}\right)^{-\rho(r)+\beta+1} \int_{\vartheta}^{r} \frac{\varphi(t)}{\left(\frac{R}{R-t}\right)^{\beta}} d t \leq \frac{p}{\rho-\beta-1}\right\}
\end{gathered}
$$

And thus the third part of the inequalities in (2.12) follows in a similar maner it can be shown that $\lim _{r \rightarrow R} \inf \left\{\left(\frac{R}{R-r}\right)^{-\rho(r)+\beta+1} \int_{\vartheta}^{r} \frac{\varphi(t)}{\left(\frac{R}{R-t}\right)^{\beta}} d t \geq \frac{q}{\rho-\beta-1}\right\}$, and hence the result.

## III. Main Result

To prove the main result of this paper we need the following:
Lemma 3.1: For a real valued GBSP $F^{(\alpha, \beta)}$, regular in $\sum_{R}^{(\alpha, \beta)}$, having order $\rho$ and lower order $\lambda$ we have $\lim _{r \rightarrow R} \inf \frac{(R-r) w\left(r, F^{(\alpha, \beta)}\right)}{r R \log M\left(r, F^{(\alpha, \beta)}\right)} \leq \lambda \leq \rho \leq \lim _{r \rightarrow R} \sup \frac{(R-r) w\left(r, F^{(\alpha, \beta)}\right)}{r R \log M\left(r, F^{(\alpha, \beta)}\right)}$.
Proof: For $R_{+}^{*} U\{0\}$, let

$$
\lim _{r \rightarrow R} \sup \frac{(R-r) w\left(r, F^{(\alpha, \beta)}\right)}{r R \ln M\left(r, F^{(\alpha, \beta)}\right)}=A
$$

where $R_{+}^{*}$ is the set of extended positive real's, for $A=0, \rho=0$ and hence assume $0<A<\infty$. On differentiation (1.1) gives
$\frac{M^{\prime}\left(r, F^{(\alpha, \beta)}\right)}{M\left(r, F^{(\alpha, \beta)}\right)}=\frac{w\left(r, F^{(\alpha, \beta)}\right)}{r}$.
(3.2) in conjunction with (3.3) is rewritten as
$\lim _{r \rightarrow R} \sup \frac{(R-r) M^{\prime}\left(r, F^{(\alpha, \beta)}\right)}{M\left(r, F^{(\alpha, \beta)}\right) \ln M\left(r, F^{(\alpha, \beta)}\right)}=A$.
For given $\varepsilon>0$ and r sufficiently close to R .
$\frac{(R-r) M^{\prime}\left(r, F^{(\alpha, \beta)}\right)}{R M\left(r, F^{(\alpha, \beta)}\right) \ln M\left(r, F^{(\alpha, \beta)}\right)}<A+\varepsilon$
integrating above inequality, we get
$\ln \ln M\left(r, F^{(\alpha, \beta)}\right)<O(1)+A+\varepsilon \ln \left(\frac{R}{R-r}\right)$.
Passing to limits and taking the definition of order into account, we have
$\rho \leq \lim _{r \rightarrow R} \sup \frac{(R-r) w\left(r, F^{(\alpha, \beta)}\right)}{R r \ln M\left(r, F^{(\alpha, \beta)}\right)}$, which also holds for $A<\infty$.
By the parallel reasoning for lower order, it is easy to get
$\lambda \geq \liminf _{r \rightarrow R} \frac{(R-r) w\left(r, F^{(\alpha, \beta)}\right)}{R r \ln M\left(r, F^{(\alpha, \beta)}\right)}$,
Combining above both inequalities (3.1) is immediate.
Lemma 3.2: For constants $\alpha_{1}$ and $\beta_{1}$ defined by

$$
\lim _{r \rightarrow R} \sup _{\inf } \frac{\ln \ln \ln M\left(r, F^{(\alpha, \beta)}\right)}{\ln \ln \left(\frac{R}{R-r}\right)}=\alpha_{1},\left(0 \leq \beta_{1} \leq \alpha_{1}<\infty\right),
$$

we have
$\lim _{r \rightarrow R} \inf \frac{w\left(r, F^{(\alpha, \beta)}\right) M\left(r, F^{(\alpha, \beta)}\right) \log \left(\frac{R}{R-r}\right)}{r \Delta_{2}\left(M\left(r, F^{(\alpha, \beta)}\right)\right)\left(\frac{R}{R-r}\right)} \leq \beta_{1} \leq \alpha_{1} \leq \lim _{r \rightarrow R} \sup \frac{w\left(r, F^{(\alpha, \beta)}\right) M\left(r, F^{(\alpha, \beta)}\right) \log \left(\frac{R}{R-r}\right)}{r \Delta_{2}\left(M\left(r, F^{(\alpha, \beta)}\right)\right)\left(\frac{R}{R-r}\right)}$
(3.4)
where, for convenience, $\Delta_{2} x=\ln \ln x \cdot \ln x \cdot x$,
Proof: The above lemma can be proved along lines similar to those lemma 3.1 and so we omit the details.
Definition: A real valued GBSP, $F^{(\alpha, \beta)}$ is said to be regular growth of $0<\lambda=\rho<\infty$.
Theorem 3.1: Let a real valued GBSP, $F^{(\alpha, \beta)}$ regular in $\sum_{R}^{(\alpha, \beta)}$, having order $\rho$ such that limit in (3.1) and (3.4) exist. Then, for every $\sigma(0<\sigma<\infty), \ln \left(\frac{\sigma^{-1} \ln M\left(r, F^{(\alpha, \beta)}\right)}{\ln \left(\frac{R}{R-r}\right)}\right)$ is a proximate order of $F^{(\alpha, \beta)}$.
Proof: For a positive number $\sigma$, let
$\rho(r)=\ln \left(\frac{\sigma^{-1} \ln M\left(r, F^{(\alpha, \beta)}\right)}{\ln \left(\frac{R}{R-r}\right)}\right)$,
$\ln M\left(r, F^{(\alpha, \beta)}\right)$ is positive, continuous and increasing functions of r for $r>r_{0}>0$, which is differentiable in adjacent open intervals, it follows that $\rho(r)$ satisfies (iii). Since the existence of limits in (3.1) implies that $F^{(\alpha, \beta)}$ is of regular growth and moreover, $\rho(r) \rightarrow \rho$ as $r \rightarrow R$. Differentiating (3.5), we have

$$
\frac{S^{\prime}(r)}{S(r)}=\frac{M^{\prime}\left(r, F^{(\alpha, \beta)}\right)}{M\left(r, F^{(\alpha, \beta)}\right) \ln M\left(r, F^{(\alpha, \beta)}\right) \ln \left(\sigma^{-1} \ln M\left(r, F^{(\alpha, \beta)}\right)\right)}-\frac{R}{(R-r) \ln \left(\frac{R}{R-r}\right)}
$$

Or

$$
\frac{(R-r) \ln \left(\frac{R}{R-r}\right) S^{\prime}(r)}{S(r)}=\frac{(R-r) \ln \left(\frac{R}{R-r}\right) M^{\prime}\left(r, F^{(\alpha, \beta)}\right)}{M\left(r, F^{(\alpha, \beta)}\right) \ln M\left(r, F^{(\alpha, \beta)}\right) \ln \left(\sigma^{-1} \ln M\left(r, F^{(\alpha, \beta)}\right)\right)}-R
$$

using $\ln \alpha x \approx \ln x$ as $x \rightarrow \infty$, we get

$$
\lim _{r \rightarrow R} \sup \frac{\ln \ln \left(\sigma^{-1} \ln M\left(r, F^{(\alpha, \beta)}\right)\right)}{\ln \ln \left(\frac{R}{R-r}\right)}=0 .
$$

Since, limits in (3.4) exist by assumption, it follows that
$\frac{(R-r) \ln \left(\frac{R}{R-r}\right) s^{\prime}(r)}{S(r)} \rightarrow \alpha-R$ as $r \rightarrow R$.
Thus $S(r)$ satisfies assertion (ii). From (2.5) assertion (iv) is readily obtained. In this way all the assertions for $S(r)$ to be a proximate order of $F^{(\alpha, \beta)}$ are satisfied. Hence theorem is completed.
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