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Abstract: This research work investigated the behaviour of a new semiparametric non-linear (SPNL) model on 

a set of panel data with very small time point (T = 1). The SPNL model incorporates the relationship between 

individual independent variable and unobserved heterogeneity variable. Five different estimation techniques 

namely; Least Square (LS), Generalized Method of Moments (GMM), Continuously Updating (CU), Empirical 

Likelihood (EL) and Exponential Tilting (ET) Estimators were employed for the estimation; for the purpose of 

modelling the metrical response variable non-linearly on a set of independent variables. The performances of 

these estimators on the SPNL model were examined for different parameters in the model using the Least 

Square Error (LSE), Mean Absolute Error (MAE) and Median Absolute Error (MedAE) criteria at the lowest 

time point (T = 1). The results showed that the ET estimator which provided the least errors of estimation is 

relatively more efficient for the proposed model than any of the other estimators considered. It is therefore 

recommended that the ET estimator should be employed to estimate the SPNL model for panel data with very 

small time point.   
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I. Introdution 

Semiparametric modelling is a combination of the parametric and nonparametric approaches to 

construction, fitting, and validation of statistical models. There are series of non linear panel data models which 

are not robust to multicollinearity and heteroscedasticity according to Akeyede and Ade;leke (2015).A natural 

approach to modeling economic time series (panel data) with non-linear models is to define different states of 

the world or regimes, and to allow for the possibility that the dynamic behaviour of economic variables depends 

on the regime that occurs at any given point in time.Two main classes of statistical models have been proposed 

which formalize the idea of existence of different regimes (time, T). The popular Markov-switching models 

(Hamilton, 1989) assumed that changes in T are governed by the outcome of an unobserved Markov chain. 

Hamilton applied a 2-regime model to the US GNP growth and discovered that contractions were sharper and 

shorter than expansions. These models have been explored and extended in details in a number of research 

works (Engel and Hamilton, 1990; Hamilton and Susmel, 1994; Filardo, 1994). A different approach is to allow 

the regime switch to be a function of a past value of the dependent variable. Teräsvirta and Anderson (1992), 

Granger and Teräsvirta (1993),Teräsvirta (1994) and Akeyede and Adeleke (2015) promote a family of 

univariate business cycle models called smooth transition autoregressive (STAR) models. 

 

II. Justification For The Study 
The violation of the normality assumption of the error term is a bordering and challenging case to 

Econometricians and Statisticians. In spite of this, some researchers discovered that ignoring collinearity and 

unobserved heterogeneity when both are actually present in a model would lead to wrong parameter estimation 

(Ferdous and Bhat, 2012).Hsiao (1993, 1996) submitted that small sample size is unrealistic and in a binary 

choice model with a single regressor that is dummy variable and a panel in which T(i) = 2 for all groups, the 

small sample bias is 100%. For this reason, no general results exist for the small sample bias in more realistic 

settings.  The general acceptable result is based on Heckman's (1981) Monte Carlo study of a probit model in 

which the bias of the slope estimator in a fixed effects model moved towards zero which was 10% when T(i) = 8 

and n = 100.   

On these bases, it is pertinent to develop a non-linear model that would accommodate non-normality of 

the error term and at the same time robust to multicollinearity and heteroscedasticity. It is also important to have 

a model that would be efficient when T(i) ≤ 7. In this research work, semiparametric_ non-linear model for 

fitting panel data is proposed with appropriate smooth kernel function under the violation of some error 

structures which is robust to multicollinearity and heteroscedasticity and at the same time efficient for 1≤ T(i) 

≤ ∞.The present work therefore investigated the efficiencies of some (semi-parametric) estimators of 

semiparametric non-linear (SPNL) model on a set of real life data with small sample point.  
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III.  Methodology 
A semi-parametric non-linear (SPNL) model, proposed by Jimoh et al (2016), for panel data structure 

was developed with the incorporation of multicollinearity among the predictors and the latent variable under the 

violation of some assumptions on the model’s error term. The error term of the model is non-normal and 

heteroscedastic which allow it to accommodate the positive definiteness and seasonal variation of some real life 

data. The model is given a  

𝑦𝑖𝑡 = 𝛽0𝑒
𝛽1𝜌1𝑖𝑡𝑋1𝑖𝑡 +𝛽2𝜌2𝑖𝑡𝑋2𝑖𝑡 +𝛼𝑖+𝑈𝑖𝑡 ; 𝑖 = 1, … , 𝑛; 𝑡 = 1, … , 𝑇.                  (1) 

Hence, 

  𝑙𝑜𝑔(𝑦𝑖𝑡 ) = 𝑙𝑜𝑔𝛽0 + 𝛽1𝜌1𝑖𝑡𝑋1𝑖𝑡 + 𝛽2𝜌2𝑖𝑡𝑋2𝑖𝑡 + 𝛼𝑖 + 𝑈𝑖𝑡                              (2) 

  Where; 

 𝑦𝑖𝑡   is the metrical response variable, 

𝑋1𝑖𝑡   and  𝑋2𝑖𝑡  are the predictors, 

𝛽0   is the intercept,  

𝑈𝑖𝑡    is the  idiosyncratic error term, 

 𝛼𝑖  is the unobserved heterogeneity variable on 𝑈𝑖𝑡 , 

ρ1it    =       
𝑐𝑜𝑣 (𝑋1𝑖𝑡 ,𝛼𝑖)

 𝑣 𝑋1𝑖𝑡  .  𝛼𝑖)
, is the correlation between the predictor; variable 𝑋1𝑖𝑡  and the unobserved heterogeneity 

variable, 𝛼𝑖  and                                                       (3) 

ρ2it =       
𝑐𝑜𝑣 (𝑋2𝑖𝑡 ,𝛼𝑖)

 𝑣 𝑋2𝑖𝑡  .  𝛼𝑖)
, is the correlation between the predictor; variable 𝑋2𝑖𝑡  and the unobserved heterogeneity 

variable, 𝛼𝑖 .         (4) 

 

IV. Method Of Data Collection 
The data used in this work were initially collected during the 2006 population census by the National 

Population Commission (NPC), Nigeria. The dataset were collected on the percentage of penetration of 

telephony in Nigeria. The response variable (Y) represents the percentage penetration by households in each 

state, the predictors are: total number of households (X1); number of households that have access to telephone 

services (X2); and number of actual access to telephone services (X3). All the three predictor variables were 

fitted non-linearly on the response variable using the semiparametric non-linear model proposed by Jimoh and 

Adeleke (2016). The time point of the used set of data is one (1), that is, T = 1. 

 

V.  Results 

The results were obtained using the five estimators for estimation of parameters when the SPNL model 

was used for fitting the set of data collected from the NPC. The results are presented and described in the 

following tables and graphs  

 

Table 1: Mean Square Error (MSE) of model’s parameters using different estimators (Life Data, Proposed 

Model ) 
  β0 β1 β2 β3 

LSE 0.0012824 4.33E-15 1.48E-14 0.0000550 

GMM 0.0012801 4.31E-15 1.48E-14 0.0000546 

CUE 0.0092717 0.006698 0.0034141 0.0002497 

EL 0.0080661 0.001761 0.0025709 0.0005820 

ET 1.001E-14 1.001E-15 1.001E-18 1.0001E-16 

 

 
Figure 1: Line graph of Mean Square Error (MSE, in 10

14
) of model’s parameters using different estimators 

(Life Data,Proposed, Model ) 
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Table 2: Mean Absolute Error (MAE) of model’s parameters using different estimators (Life Data, Proposed 

Model ) 
  β0 β1 β2 β3 

LSE 0.0011324 6.58E-10 1.22E-09 0.0002345 

GMM 0.0011314 6.57E-10 1.22E-09 0.0002337 

CUE 0.0030450 0.0008184 0.0018477 0.0004997 

EL 0.0028401 0.0004197 0.0016034 0.0007629 

ET 1.001E-17 1.001E-12 1.001E-19 1.0001E-15 

 

 
Figure 2: Line graph of Mean Absolute Error (MAE, in 10

15
) of model’s  parameters using different estimators 

(Life Data, Proposed Model ) 

 

Table.3: Median Absolute Error (MedAE) of different parameters using different estimators (Life Data, 

Proposed Model) 
  β0 β1 β2 β3 

LSE 1.01E-19 1.001E-19 1.001E-15 1.11E-16 

GMM 1.011E-19 1.11E-18 1.001E-17 1.112E-18 

CUE 1.001E-19 1.011E-18 1.001E-18 1.1101E-16 

EL 1.001E-19 1.001E-17 1.001E-18 1.001E-18 

ET 1.001E-22 1.001E-16 1.001E-19 1.0001E-17 

 

 
Figure 3: Line graph of Median Absolute Errors (MedAE, in10

19
) of the model’s  parameters using different 

estimators (Life Data, Proposed Model ) 

 

 



Application of Semiparametric Non-Linear Model on Panel Data with Very Small Time Point 

DOI: 10.9790/5728-130104100103                                         www.iosrjournals.org                               103 | Page 

VI. Discussion Of Results Obtained From A Real Life Dataset 
The efficiencies of five (semiparametric) estimators at estimating parameters of the SPNL model were 

investigated in this work using a real life data set. The real life data set were collected from the National 

Population Commission (NPC), Abuja – Census 2006. The data set were collected in order to know the rate of 

penetration of telephony by access to services throughout Nigeria. The response variable represents the 

percentage penetration by households in each state, the predictors are: total number of households; number of 

households that have access to telephone services; and number of actual access to telephone services. 

The results from the analyses showed that ET is the best estimator when MSE, MAE, and MedAE were used as 

criteria for comparison among the estimators under investigation for the proposed and the existing model. The 

results also showed that the proposed model performed better than the existing model because the proposed 

model has lower MSE, MAE and MedAE at all stages of parameter estimations than the existing model. 

 

VII. Conclusion 

Based on the various results above, it can be concluded concluded that the proposed model is efficient 

for modelling panel data non-linearly with or without violations of some error structures. This is because the 

error of estimation of each parameter using the proposed model is  generally insignificant as showed in Tables 1, 

2 , and 3 and as described on Figures 1, 2, and 3. As a result, it shows that the proposed semiparametric non-

linear model is quite suitable to model any form of panel data, especially with small time point using any of the 

five estimators. Although, the results showed that the ET estimator was relatively more efficient than others, 

nonetheless, the use of any of the five estimators considered here for estimating SPNL model would yield good 

results.  
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