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#### Abstract

In this paper, we show that by a certain change of variables any equation of a particular type can be transported in to a canonical form which is associated with its type. In this, we refine our method in such a manner that the solutions retain their order and accuracy even in the vicinity of the singularity. Further, to solve some boundary value problems, we use iterative method, that is, the alternating group explicit (AGE) method to solve linear equation.
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## I. Introduction

A partial differential equation describes a relation between an unknown function and its partial derivatives. We discussed the family of second order linear equations for functions in two independent variables into three distinct types: hyperbolic , parabolic, and elliptic equations.
A partial differential equation is defines as
$F\left(x_{1}, x_{2}, \ldots \ldots, x_{n}, u, u_{x_{1}, \ldots \ldots}, u_{x_{n}} u_{x_{1} x_{1}}, u_{x_{1} x_{2}} \ldots \ldots \ldots . u_{x_{n} x_{n}} \ldots \ldots\right)=0$
where the unknown $u=u\left(x_{1}, x_{2}, \ldots \ldots \ldots x_{n}\right)$ is a function of $n$ variables and $u_{x_{j}, \ldots \ldots}, u_{x_{1} x_{j}} \ldots \ldots$ are its partial derivatives.
Equation (1) is linear if $F$ is linear with respect to $u$ and all its derivatives, otherwise it is nonlinear.
In applied mathematics and theoretical physics three types of equations occur more commonly these are examples of linear equations i.e. (a) Laplace's equation, (b) Wave equation, (c) Diffusion equation
The general equation of second-order linear differential equation for functions in two independent variables $\boldsymbol{x}$ and $y$. Such an equation has the form
$F[u]=p u_{x x}+2 q u_{x y}+r u_{y y}+s u_{x}+t u_{y}+f u=g$
Here if $p, q, r$ are the functions of $x, y, u, u_{x}, u_{y}$ then equation (2) is called a quasi-linear PDE. where $p, q, r, s, t, f, g$ are given functions of $x$ and $y$ and $u(x, y)$ is the unknown function. We assume that the coefficients $p, q, r$ do not vanish simultaneously.
The operator
$F_{0}[u]=p u_{x x}+2 q u_{x y}+r u_{y y}$
that consists of the second(highest)order terms of the operator $F$ is called the principal part of $F$

## 2: General form of partial differential equation

A general form of $P D E$ where, $x \in R^{n}, u=u(x)$
$\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} b_{i} \frac{\partial u}{x_{i}}+b_{0}(x)=f(x)$

## 3: Solution of Non-Linear Boundary Value Problems Using A Fourth Order Finite difference method:

In Science and Engineering we have two point nonlinear singular boundary value problems occur frequently in many complex mathematical modeling problems. Such problems can pose considerable difficulties to achieve an analytic solutions and it is usually necessary to resort to numerical techniques. There are a variety of numerical strategies which can be applied i.e., finite difference, finite elements, splines, etc.

## Finite difference formulation:

We consider boundary value problems of the form:
$L[u(x)] \equiv u^{v s}(x)+f\left(x, u, u^{v}\right)=0, \quad 0<x<1$
With boundary conditions:
$u(0)=T, \quad u(1)=S$
Where $T^{\prime}$ and $S$ are constants. We assume that for equation (1) to have an unique solution then $f\left(x, u, u^{\prime}\right)$ has continuous derivatives which satisfy

$$
\begin{equation*}
\left|\frac{\partial f}{\partial w}\right| \leq Q^{*}, 0<M_{*} \leq \frac{\partial f}{\partial w} \leq M^{*} \tag{4}
\end{equation*}
$$

for some positive constants $Q^{*}, M_{*}$ and $M^{*}$. A uniform grid is now placed on the interval [0,1]. Let $a>0$ be the mesh spacing in the $x$-direction, so that $x t=t a, t=0(1) N+1$ with $(N+1) a=1$ and the solution of (1) is approximated by $u_{t}(t=1(1) N)$ which are the solution of the non-linear difference equation

$$
\begin{equation*}
-\left(u_{t-1}-2 u_{t}-u_{t-1}\right)+\frac{\hbar^{2}}{12}\left[\bar{F}_{t+1}+\bar{F}_{t-1}+\overline{\bar{F}}_{t+1}\right]=0, t=1(1) N \tag{5}
\end{equation*}
$$

with $u_{0}=T$ and $u_{N+1}=S$. Note that, the accuracy of the equation (5) is of $O\left(a^{4}\right)$ for the difference solution of equation (3).

## 4 The Age and Newton age Methods:

## 4. 1 The Age Method:

The tri-diagnol linear system of equations of order $N$ for the linear difference equation

$$
a_{t} u_{t-1}+2 b_{t} u_{t}+c_{t} u_{t+1}=A B_{t}, t=1(1) N
$$

$$
\begin{equation*}
T u=A B \tag{7}
\end{equation*}
$$

Where

$$
T=\left[\begin{array}{ccccc}
2 q_{1} & r_{1} & & \cdots & 0 \\
p_{2} & 2 q_{2} & r_{2} & & \\
\ddots & \ddots & \ddots & \ddots \\
\cdots & p_{N-1} & 2 q_{N-1} & r_{N-1} \\
0 & & \cdots & 2 q_{N}
\end{array}\right], \quad u=\left[\begin{array}{c}
u_{1} \\
u_{2} \\
\cdots \\
\cdots \\
u_{N}
\end{array}\right], A B=\left[\begin{array}{c}
A B_{1}-T_{1} u_{0} \\
A B_{2} \\
\cdots \\
\cdots \\
A B_{N}-r_{N} u_{N+1}
\end{array}\right]
$$

We consider the case of $N$ odd, the case of $N$ even follows easily.
We split the matrix $T$ into the sum of two matrices

$$
T=P_{1}+P_{2}
$$

Where

$$
\left.P_{1}=\left[\begin{array}{ccccc}
{\left[q_{1}\right]} & & & & \\
& {\left[\begin{array}{cc}
q_{2} & r_{2} \\
p_{a} & q_{3}
\end{array}\right]} & & & 0 \\
& & & \ddots & \\
\\
0 & & & & \\
& & & & \\
p_{N} & q_{N}
\end{array}\right]\right]_{N \times N}
$$

and
$P_{2}=\left[\begin{array}{lllll}{\left[\begin{array}{ll}q_{1} & r_{1} \\ p_{1} & q_{2}\end{array}\right]} & & & \\ & & \ddots & & \\ & & \ddots & \\ & & & {\left[\begin{array}{ll}q_{N-2} & r_{N-2} \\ p_{N-1} & q_{N-1}\end{array}\right]} \\ 0 & & & & \\ & & & & \\ & \end{array}\right]_{N \times N}$
Since $P_{1}$ and $P_{2}$ are simply composed of $(2 \times 2)$ sub matrices and single diagonal entries, we can easily evaluate their eigen values. The eigen values $\emptyset$ of $P_{1}$ are given by $\emptyset=q_{1}$ and
$\left(\varnothing-q_{\mathrm{t}}\right)\left(\varnothing-q_{t+1}\right)-p[t+1] r_{t}=0, \quad t=2(2) N-1$
Where, $p_{\mathrm{t}+1} r_{\mathrm{t}}>0$. The eigen values $\eta$ of $P_{2}$ are given by $\eta=q_{N}$ and

$$
\left(\eta-q_{t}\right)\left(\eta-q_{t+1}\right)-p_{t+1} r_{t}=0, t=1(2) N-2
$$

Assume that $\left(P_{1}+\mu_{1} I\right)$ and $\left(P_{2}+\mu_{2} I\right)$ are non singular matrices, then the alternating group explicit (AGE) method is given by

$$
\begin{align*}
\left(P_{1}+\mu_{1} \mathrm{I}\right) u^{(s+1 / 2)} & =A B-\left(P_{2}-\mu_{1} \mathrm{I}\right) u^{(s)}  \tag{10a}\\
& \left(P_{2}+\mu_{2} \mathrm{I}\right) u^{(s+1)}=A B-\left(P_{1}-\mu_{2} I\right) u^{(s+1 / 2)} \tag{10b}
\end{align*}
$$

Where, $\mu_{1}$ and $\mu_{2}$ are the acceleration parameters of the first and second sweep of the $A G E$ method, respectively and $u^{(s+1 / 2)}$ is an intermediate vector. If we combine the equations (10a) and (10b), we get

$$
\begin{equation*}
u^{s+1}=P u^{s}+J \tag{11}
\end{equation*}
$$

Where,

$$
\begin{equation*}
P=\left(P_{2}+\mu_{2} I\right)^{-1}\left(P_{1}-\mu_{2} I\right)\left(P_{1}+\mu_{1} I\right)^{-1}\left(P_{2}-\mu_{1} I\right) \tag{12}
\end{equation*}
$$

Is called the $A G E$ iteration matrix and
$\mathrm{I}=\left(\mathrm{P}_{2}+\mu_{2} \mathrm{I}\right)^{-1}\left(\mathrm{I}-\mathrm{P}_{1}-\mu_{2} \mathrm{I}\right)\left(\mathrm{P}_{1}+\mu_{1} \mathrm{I}\right)^{-1}$
Assume that $U$ is the exact solution of equation (7), then

$$
\begin{equation*}
\left(P_{1}+P_{2}\right) U=A B \tag{13}
\end{equation*}
$$

And $\quad\left(P_{1}+\mu_{1} I\right) U=A B-\left(\mathrm{P}_{2}-\mu_{1} \mathrm{I}\right) U$

$$
\begin{equation*}
\left(\mathrm{P}_{2}+\mu_{2} \mathrm{I}\right) U=A B-\left(\mathrm{P}_{1}-\mu_{2} \mathrm{I}\right) U \tag{14}
\end{equation*}
$$

Where $P$ is determine by equation (12).
$1^{\text {st }}$ iteration: Let $\varepsilon^{s}=u^{s}-U$ is the error vector associated with $u^{s}$ therefore from equation (5) and (10), we get
$\left(P_{1}+\mu_{1} I\right) \varepsilon^{(s+1 / 2)}=-\left(\mathrm{P}_{2}-\mu_{1} \mathrm{I}\right) \varepsilon^{s}$
$\left(\mathrm{P}_{2}+\mu_{2} \mathrm{I}\right) \varepsilon^{s}=-\left(\mathrm{P}_{1}-\mu_{2} \mathrm{I}\right) \varepsilon^{(s+1 / 2)}$
and hence
$2^{\text {nd }}$ iteration, $\quad \quad \varepsilon^{(s+1 / 2)}=P \varepsilon^{s}$
Where $P$ is given by equation (12).
For convergence it is required to prove that $\rho(P)<1$ for any $\mu_{1}>0$ and $\mu_{2}>0$.
Let
$P^{*}=\left(\mathrm{P}_{2}+\mu_{2} \mathrm{I}\right) \mathrm{P}\left(\mathrm{P}_{2}+\mu_{2} \mathrm{I}\right)^{-1}$
$=\left(\mathrm{P}_{2}-\mu_{2} \mathrm{I}\right)\left(P_{1}+\mu_{1} I\right)^{-1}\left(\mathrm{P}_{2}-\mu_{1} \mathrm{I}\right)\left(\mathrm{P}_{2}+\mu_{2} \mathrm{I}\right)^{-1}$
Then $P^{*}$ is similar to $P$, and hence $\rho(P)=\rho\left(P^{*}\right)$.
Now
$\|P\|_{2} \leq\left\|\left(\mathrm{P}_{1}-\mu_{2} \mathrm{I}\right)\left(P_{1}+\mu_{1} I\right)^{-1}\right\|_{2}\left\|\left(\mathrm{P}_{2}-\mu_{1} \mathrm{I}\right)\left(\mathrm{P}_{2}+\mu_{2} \mathrm{I}\right)^{-1}\right\|_{2}$
If $P_{1}$ has Eigen values $\emptyset_{1}, \emptyset_{2}, \emptyset_{2}, \ldots \ldots \ldots \ldots \ldots . \emptyset_{N}$, then it is easy to verify that $R_{\varepsilon}\left(\emptyset_{i}\right)>0$ and
$\left\|\left(P_{1}-\mu_{2} \mathrm{I}\right)\left(P_{1}+\mu_{1} I\right)^{-1}\right\|_{2}=\rho\left\{\left(\mathrm{P}_{1}-\mu_{2} \mathrm{I}\right)\left(P_{1}+\mu_{1} I\right)^{-1}\right\}$

$$
\begin{equation*}
=\max _{\Phi_{\mathrm{t}}}\left|\frac{\phi_{\mathrm{t}}-\mu_{2}}{\wp_{r}+\mu_{1}}\right|<1 \tag{18}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left\|\left(\mathrm{P}_{2}-\mu_{1} \mathrm{I}\right)\left(\mathrm{P}_{2}+\mu_{2} \mathrm{I}\right)^{-1}\right\|_{2}<1 \tag{19}
\end{equation*}
$$

Thus, from (17), we obtain, $\rho(P)=\rho\left(P^{*}\right) \leq\left\|P^{*}\right\|_{2}<1$.
Hence the convergence follows.

### 4.2 The Newton Age Method:

Now we discuss the Newton Age method for the non linear difference equation, We define,

$$
u=\left[\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
\vdots \\
u_{N}
\end{array}\right], \quad \theta(u)=\left[\begin{array}{c}
\theta_{1}(u) \\
\theta_{2}(u) \\
\vdots \\
\vdots \\
\theta_{N}(u)
\end{array}\right]
$$

Now the Jacobian of $\theta(u)$ can be shown to be the $N$ th order tri-diagonal matrix
$R \equiv \frac{\partial \theta(u)}{\partial u}=\left[\begin{array}{ccccc}2 q_{1}(u) & r_{1}(u) & & & \\ p_{2}(u) & 2 q_{2}(u) & r_{2}(u) & \\ & \ddots & \ddots & \ddots & \ddots \\ 0 & \ddots & \ddots & p_{N}(u) & 2 q_{N}(u)\end{array}\right]$
Where,
$p_{t}(u)=\frac{\partial \theta_{t}}{\partial u_{t-1}}, \quad t=2(1) N$
$2 q_{t}(u)=\frac{\partial \theta_{t}}{\partial u_{t}}, \quad t=1(1) N$
$r_{\mathrm{t}}(u)=\frac{\partial \theta_{t}}{\partial u_{\mathrm{t}+1}}, \quad t=1(1) N-1$
Use $u_{0}=A$ and $u_{N+1}=B$ for computing $\theta_{t}(u), p_{t}(u), q_{t}(u), r_{t}(u)$.
We define
$u^{(s+1)}=u^{s}+\Delta u^{s} \quad s=0,1,2,3, \ldots \ldots \ldots$

Where $\Delta u^{s}$ is the solution of the system

$$
R \Delta u^{s}=-\theta\left(u^{s}\right) \quad s=0,1,2,3 \ldots \ldots \ldots \ldots
$$

Here we use the $A G E$ iterative algorithm within inner loop to solve above equation
Consider

$$
\begin{aligned}
& R_{1}=\left[\begin{array}{cccc}
{\left[\begin{array}{ll}
q_{1} & r_{1} \\
p_{1} & q_{2}
\end{array}\right]} & \ddots & & \\
& & \ddots & \\
\\
& & \ddots & \\
0 & & & \\
{\left[\begin{array}{cc}
q_{N-1} & r_{N-1} \\
p_{N} & q_{N}
\end{array}\right]}
\end{array}\right]_{N \times N} \\
& R_{2}=\left[\begin{array}{ccccccc}
{\left[q_{1}\right]} & & & & & \\
& {\left[\begin{array}{ll}
q_{2} & r_{2} \\
p_{2} & q_{a}
\end{array}\right]} & & & & \\
& & & \ddots & & & \\
0 & & & & & {\left[\begin{array}{cc}
q_{N-1} & r_{N-1} \\
p_{N} & q_{N}
\end{array}\right]}
\end{array}\right]_{N \times N}
\end{aligned}
$$

Where, we consider $N$ as even.
Then we can derive two steps alternating direction implicit methods as:
$\left(R_{1}+\mu_{1} l\right) \Delta u^{(s+1 / 2)}=-\theta\left(u^{s}\right)-\left(R_{2}-\mu_{1} l\right) \Delta u^{s}$
$\left(R_{2}+\mu_{2} I\right) \Delta u^{(s+1)}=-\theta\left(u^{s}\right)-\left(R_{1}-\mu_{2} I\right) \Delta u^{(s+1 / 2)}$
Since the matrices $\left(R_{1}+\mu_{1} I\right)$ and $\left(R_{2}+\mu_{2} I\right)$ consist of simple $(2 * 2)$ sub matrices then they can be easily inverted by inspection to give the Newton $A G E$ method.
$\Delta u^{(s+1 / 2)}=\left(R_{1}+\mu_{1} I\right)^{-1}-\left[\theta\left(u^{s}\right)-\left(R_{2}-\mu_{1} I\right) \Delta u^{(s+1)}\right.$
$\Delta u^{(s+1)}=\left(R_{2}+\mu_{2} I\right)^{-1}-\left[\theta\left(u^{s}\right)-\left(R_{1}-\mu_{2} I\right) \Delta u^{(s+1 / 2)}\right.$
Where,



Where $\beta_{t}=q_{t}+\mu_{1}, t=1(1) N \quad$ and $\Delta_{t}=\beta_{t} \beta_{t+1}-r_{t} p_{t+1}, \quad t=2(2) N-1$ and $\alpha_{t}=q_{t}+\mu_{2 x}$ $T=1(1) N$ and $\Delta_{t}=\alpha_{\mathrm{t}} \alpha_{\mathrm{t}+1}-r_{\mathrm{t}} p_{\mathrm{t}}+1, \quad t=1(2) N-2$.
Further the matrix product $\left(R_{1}+\mu_{1} I\right)^{-1}\left(R_{2}+\mu_{1} I\right)$ and $\left(R_{2}+\mu_{1} I\right)^{-1}\left(R_{1}-\mu_{2} I\right)$ can be simply determined and expressed as 3 terms recurrence relations in a manner suitable for parallel computing.

## 5 Comparative results and Numerical Experiments:

The following one singular problems are considered for computation whose exact solutions are known. We have compared the proposed $A G E$ iterative methods with the corresponding SOR iterative method. We considered only 3-inner iterations.
Problem 5.1: Linear singular problem

$$
u^{s x}(x)+\frac{\alpha_{x}}{x} u^{v}(x)=\beta x^{\beta-2}\left[\alpha+\beta-1+\beta x^{\beta}\right] u(x) \quad \text { Where, } \beta>0
$$

With the boundary conditions $y(0)=1, y(1)=e$

The exact solution is $(x)=e^{x^{g}}$. The root mean square (RMS) errors and the number of iterations both for AGE and SOR methods are tabulated in Table-1 for $\alpha=1_{,} \beta=1$.
Sol:

|  |  | $\alpha=1, \beta=1$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | SOR |  | $A G E$ |  |  |
| S.No. | $N$ | $\omega$ | iter | $\omega$ | iter | RMS error |
| 1 | 10 | 1.46 | 38 | 0.382 | 30 | $2.3758 e(-03)$ |
| 2 | 20 | 1.500 | 75 | 0.290 | 65 | $1.8722 e(-04)$ |
| 3 | 30 | 1.600 | 108 | 0.291 | 72 | $2.3725 e(-05)$ |

Table-1
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