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Abstract: The present theory of consistent estimators of the parameters of statistical structures of homogeneous 

Gaussian fields can be used, for example, in the reliability predication of different engineering designs. In the 

paper there are discussed Gaussian homogeneous fields statistical structures IiSE i ,,,   in Banach space 

of measures. We prove necessary and sufficient conditions for existence of such estimators. 
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I. Introduction 

Let there is given  SE, measurable space and on this space there given  Iii , family of probability 

measures depended on S, the I set of parameters. 

Let bring some definition (see [1]-[10]). 

Definition  1. A statistical structure is called object  IiSE i ,,,   where Ii some parameter associated 

with probability measure ,i  I set of parameters. 

Definition  2. A statistical structure  IiSE i ,,,  is called orthogonal (singular) if i and j are orthogonal 

for each IjIiji      ,, . 

Definition 3. A statistical structure  IiSE i ,,,   is called weakly separable if there exists family S-

measurable sets IiX i ,  such that relations are fulfilled: 

     









ji

ji
XIjIiji ji

 if  

  if  

,0

,1
&  . 

Definition4. A statistical structure  IiSE i ,,,  is called strongly separable if there exists disjoint family S-

measurable sets IiX i ,  such that the relation are fulfilled.   .,1 IiX ii      

Remark 1. A strong separable there follows weakly separable. From weakly separable there follows orthogonal 

but not vice versa (see [1]-[4]). 

Remark  2. In the general theory of statistical decisions there often arises a problem of transition from a weakly 

separated family of probability measures to the corresponding strongly separated family. In 1981, A. Skozokhod 

(see [1]) proved (in CHZFC &  theory) proved that if the Continuum Hypothesis is true, then an arbitrary 

weakly separated family of probability measures,whose cardinality is not greater than the cardinality of the 

continuum is strongly separable.The validity of the inverse relation was established in (see [9]-[10]). In 

particular, It was shown there that if an arbitrary weakly separated family of probability measures whose 

cardinality is less than or equal to the cardinality of the continuum is strongly separated, then the continuum 

Hypothesis ( CH ) is true Applying Martin’s axiom (MA) in 1984 Z. Zerekidze(see [2]-[4]) proved that an 

arbitrary weakly separated family of Borel probability measures defined in a separable completely metrizable 

space ( i. e. Polish space) is strongly separated if its cordinality is not prated than the cardinality of the 

continuum. G. Pantsulaia proved (see [9]-[10]) this result is extended to all complete metric spaces whose 

topological weights are not measurable in a wider sence. Z. Zerekidze proved in ZF theory (see [8]) for the 

statistical structure  IiSE i ,,,   where N set at natural numbers, orthogonality, weak separability, 

separability and strong separability equivalent concepts. 

Let I be set of parameters and B (I)  -algebra of subsets of I which contains all finite subsets I. 
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Definite 5. A statistical structure  IiSE i ,,,   will be said to admit a consistent estimators of parameter 

Ii  if there exists at least one measurable map     IBISE ,,:   such that 

    .,1: Iiixxi        

We denote by i  
the completion of the measure i  and dom i  the  -algebra of all i  

measureable subsets 

of E  

Remark  3. By A. Skorokhod was introduced definition a consistent estimators of parameters (see [1]). 

Definite  6. A statistical structure  IiSE i ,,,   will be said to admit a consistent estimators of any 

parametric function if for any real bounded measurable function    RIBIg ,:  there exists at least one 

measurable function   RSEf ,:  such that      .,1: Iiigxfxi      . 

Definition 7. A statistical structure  IiSE i ,,,  will be said to admit an unbiased estimators of any 

parametric function if for any real bounded measurable function    RIBIg ,:  there exists at least one 

measurable function   ,,: RSE  such that       
B

i Iiigdxx    , . 

Remark 4. If a statistical structure  IiSE i ,,,   admitting a consistent estimators of parameters Ii  then 

this statistical structure  IiSE i ,,,   which admits a consistent estimators for any parametric function and 

a statistical structure which admits an unbiased estimators of any parametric function (see [6]-[8]). 

Let 
M  be a real linear space of all alternating finite measures on .S  

Definition 8.A linear subset 


 MM   is called a Banach space of measures if: 

1) A norm can be defined on M  so that M  will be a Banach space with respect to this norm,and for 

any orthogonal measures ,,  M  and real number 0  the enequality     is 

fulfilled; 

2) If BM ,   1xf  than       
A

Bf MdxxfA  and  f ; 

3) If   ,...2,1,,0,  nEM nnBn         and 0n  then for any linear functional 

  BM   0lim 


n

n
 ,  where 



BM conjugate to BM linear space. 

The definition and construction of the Banach space of measures is studied Z.Zerekidze(see [7]). 

Definition 9. Let I some set of indexes and 
iBM Banach space Ii . We 

set   .,,








 



Ii

MiBiIiiB
iBi

XMXXM  

Then the BM  with norm   




iBMIi

iIii XX is the Banach space. It is called the direct sum of 

Banach spaces 
iBM  and denoted so 

iB
Ii

B MM

 . 

By Z. Zerakidze was introduced definition and is studied construction the Banach space of measures (see [7]) 

The following theorem has also been proved in this paper (see [7]). 

Theorem 1. Let BM  be a Banach space of measures, then in BM there exists a family of pairwise orthogonal 

probability measures  IiM i  ,   such that 
iB

Ii
B MM


 ,  where 

iBM  is the Banach space of elements 

  of the norm :      
B

i dxxfB  SB ,     , dxxf i

E

      dxxf i

E

M
iB

  . 

Let   ,,...,, 21 Ttttt n   where T be closed bounded subset of IiTtRn  ,,   Gaussian real homogenous 

field on T with zero means    IitE i  ,0  and correlation function 
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       .,,, IiTStStRStE iii    Let  Iii ,  be the corresponding probability measures given 

on S and   IiRf n

i      ,,  be spectral densities. 

We be called the Fourier transformation of generation Fourier transformation. 

Let 
 

     
n nR R ii

ji
Ijidd

ff

b
,,

,
~ 2

,
  




where   IjiRb n

ji  ,,,,,
~

,       the Generalization 

Fourier transformation of the following functions       IjiTtStSRtSRtSb jiji  ,,,,,,,,     S . 

Then the corresponding probability measures i and j are pairwise orthogonal Iji  , (see [5]) and 

 IiSE i ,,,   are Gaussian orthogonal homogeneous fields statistical structures.Next, we consider S-

measurable   Iixgi   , function such that    



Ii E

ii dxxg  . Let BM  the set measures defined 

by formula      



1Ii B

ii dxxgB  , where  II 1  a countable subsets in I and 

   



1Ii E

ii dxxg  , define a norm on BM  by formula    ,dxxg i

E

i

Ii

 


  then BM  is a 

Banach space of measures and 
iB

Ii
B MM


 , where 

iBM  in Banach space of elements the form 

     



1

,,
Ii

ii SBdxxgB        , dxxg i

E

i  with the norm on 
iBM    .dxxg i

E

iM
iB

   

It is also well known that in the (ZFC), (CH), (MA) theory there exists a weakly separable statistical structure 

which is not strongly separable.Here and in the equal we denote by (MA) the Martin’s axiom (see [2]-[8]). 

Theorem 2. Let 
iB

Ii
B MM


  be a Banach space of measures, E be the complete separable metric space. S be 

the Borel  -algebra in E  and ccardI  , where  c denotes a power of continuum.  Then in the theory 

(ZFC)&(MA) the Gaussian Homogeneous fields orthogonal statistical structures  IiSE i ,,,   admits a 

consistent estimators of parameters Ii   if and only if the correspondence flf  defined by the equality 

      
E

Biifi Mldxxf     ,  is one-to-one. Here fl  is a linear continuous functional on BM , 

 .BMFf   Denote by  BMFF  the set of real functions f  for which    
E

i dxxf  is defined 

.Bi M  

Proof.Necessity. The existence of a consistent estimator     IBISE ,,:   of the parameter 

Ii implies that       1:  ixxIii i  . 

Setting   ixxX i  :
 
for Ii , we get: 

1)      1:  xxX iii  for ;Ii  

2) 
21 ii XX  for all different parameters 1i and 2i  from I because 

        ;::
21 21  ii XixxixxX   

3)    .: EIxxX
Ii

i 


  

 

 

Therefore a statistical structure  IiSE i ,,,   is strongly separable, so there exist S-measurable sets 

  IiX i ,  such that  









j

j
X ji

 if,0

if,1

 

 
  
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We put the linear continuous functional 
iXl  into the correspondence to a function  BX MFI

i
  by the 

formula:       
E

MiiIiX
iBiXi

ldxxI .  

We put the linear continuous functional 
1f

l  into the correspondence to the function      xIxfxf
iX11   Then 

for any 

 iBi M  
1

                      
E

M
iif

E E

iXiXi
iB

ii
ldxxIxfxfdxxIxfdxxf .

11111 111   

Let   be the collection of extensions of functional satisfying the condition  xpl f   on those subspaces 

where they are defined. 

Let us introduce on   a partial ordering having assumed 
21 ff ll  if

2fl  is defined on large set then 

1f
l and

21 ff ll  there where both of them are defined. 

Let  
Iifi

l


 be a linear ordered subset in  .  Let 
iBM  be the subspace on which 

if
l  is defined.  Define fl on 


Ii

Bi
M



 having assumed    
iff ll   if .

iBM  

It is obvious, that .ff ll
i
  Since any linearly ordered subset in   has an upper bound by virtue of Chorn’s 

lemma  contains a maximal element   defined on some set X   satisfying the condition    xpx  for 

.Xx  But X   must coincide with the entire space BM  because otherwise. We could extended   to a 

wider space by adding as above one more dimension. This contradicts the maximality of   hence .BMX   

Therefore the extension of the functional is defined everywhere.The extension of the functional  is defined 

everywhere. 

It we put the linear continuous functional fl  into correspondence to the function 

       



Ii

BXi MFxIxgxf
i

 then obtain     



E MIi

i

iB

dxxf  ,   where 

     



Ii B

ii SBdxxgB    ,  

The necessity is proved. 

Sufficiency. For  BMFf  we define linear continuous functional fl  by the equality 

     . fldxxf   Denote fI  a countable subset in I, for which      
E

i dxxf 0

 

for fIi . Let us 

consider functional 
ifl on 

iBM  to which there corresponds. Then for 
121

,
iBii M  have 

                 
E E

iii

E

ifii dxxfdxxfxfldxxf
i 1112121 21   therefore 11

ffi  a.e. with respect 

measure 
1i

 . Let 0if  
a. e. with respect to the measure i  and 

    
E

ii dxxf ,      
c

iii dxxfc , then       
E

jfji ijldxxf
i

.0    

Denote   ,0 xfxC ii  then     
E

ii jdxxf .00    

Hence it follows that   .0 ijCij     On the other hand   0 ii CE therefore the statistical 

structure  IiSE i ,,,   is weekly separable. A Boral orthogonal family of probability measures 

  ccardIIii    ,,  is weakly separable. Represent  Iii ,
 
as an inductive sequence 1wi  where 

1w denotes the first ordinal number of the power of the set I.  
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Sense the statistical structure  IiSE i ,,,  is weakly  separable, there exists a family S-measurable 

sets  IiX i , such that the following relations are fulfilled:  









ji

ji
X ji

 if ,0

 if ,1
  

For all  1,0 wi and  1,0 wj  

We define 1w sequence of parts iZ  of the space E so that the following relations are fulfilled: 

1) iZ is Borel subset in E for  all 1wi  ; 

2) ii XZ  for all 1wi  ; 

3)  ji ZZ
 
for  all ,1wi  ,1wj  ji  ; 

4)   1ii Z
 
for  all 1wi  . 

Assume that .00 XZ   Let further the partial sequence  
ijjZ


 be already defined for  1wi  . 

It is clear, that 0
















 
ij

jZ . Thus there exists a Borel subset iY  of the space E such that the following 

relations are valid: 
ij

ij YZ




  

and   0iY . Assume ,iii YXZ  thereby the 1w sequence of  
1wiiZ


 

disjunctive measurable subsets of space E is constructed. Therefore   1ii Z . For  all 1wi  . A statistical 

structure  IiSE i ,,,   is strongly separable.  

 

The statistical structure  IiSE i ,,,   is strongly separated there exists a family  
IiiZ


 of elements  of  

 -algebra  
Ii

idomS


 1  such that: 

1.   ;,1 IiZii      

2. 
21 ii ZZ for all different parameters 1i and 2i from I;  

3. 
Ii

i EZ


 .  

For  ,Ex  we put   ,ix   where i is unique parameter from the set I for which iZx . The existence of 

such a unique parameter I can be proved by using conditions (2), (3). 

Now let  IBY  . Then    .: 
Yi

iZYxx


  We have to show that     
0

: idomYxx    for 

each Ii 0 . 

If Yi 0  then    .:
0

0  
iYi

ii

Yi

i ZZZYxx


  

On the other hand, from the validity of the condition that the statistical structure  IiSE i ,,,   is strongly 

separated it follows that    .
00 1 i

Ii

ii domdomSZ  


  

On the other hand, the validity of the condition  
0

0

i

iYi

i ZEZ 


  implies that .0
0

0



















iYi

ii Z

 

The latter 

equality yields that  .
0

0

i

iYi

i domZ 


  

Since  
0i

dom   is  -algebra, we deduce that     .:
0

0

0 i

iYi

ii domZZYxx  


  



The Consistent Estimators For Homogeneous Gaussian Fields Statistical Structures 

DOI: 10.9790/5728-1303010106                                          www.iosrjournals.org                                      6 | Page 

If ,0 Yi  then     
0

: i

Yi

i ZEZYxx 


  and we claim that    .0:
0

Yxxi  The letter 

relation implies that     .:
0i

domYxx    

Thus we have shown the validity of the condition     
0

: idomYxx     for an arbitrary .0 Ii   Hence 

     .: 10
SdomYxx i

Ii




   We have shown that the map     IBISE ,,:   is measurable 

map. 

Since  IB  contain all singletons of I, we claim that         1:  iii ZixxIii  . 

Theorem 2 is proved. 

Analogously is proved 

Theorem3. Let 
iB

Ii
B MM


  Be a Banach space of measures.E be the complete metric space, whose 

topological weights are not measurable in a wider sense. S be the Borel  -algebra in E and .ccardI   Then 

in the theory (ZFC)&(MA)  the Gaussian homogeneous fields orthogonal statistical structures  IiSE i ,,,   

admits a consistent estimators of parameters Ii  and only if the correspondence  flf   Defined by the 

equality       
E

Biifj Mldxxf     is one-to-one. Here fl  is linear continuous functional on 

 BB MFfM  ,  Denote by  BMFF   the set of real functions f for which    
E

j dxxf   is defined 

.Bi M
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