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Abstract: Acceptance sampling plans are introduced mainly to accept or reject the lots of finished products. 

There are several techniques available to control the quality. Some of the techniques are popularly used where 

testing involves destruction, for instance, in the manufacturing of crackers, bullets, batteries, bulbs and so on, it 

is impossible to go for 100% inspection. In this paper we optimized CASP-CUSUM Schemes based on the 

assumption that the continuous variable under consideration follows a Truncated Hyper-Exponential 

Distribution. The Hyper-Exponential Distribution is continuous distribution generally used in Life-time Analysis 

of products, particularly in estimating reliability by considering its distribution. Optimization of CASP-CUSUM 

Schemes is suggested based on numerical result obtained by changing the values of the parameters of the 

Hyper-Exponential distribution. 

Keywords: CASP-CUSUM Schemes, type C, OC Curve, ARL, Truncated Hyper-Exponential    Distribution. 

  

I. Introduction 
In this cut- throat competition various factors which will affect the quality and reliability of a product 

such as rapid evolution of new materials, components, processes, complexity of the product  being 

manufactured, need to meet customers’ demands such as availability, safety, warranty and require the full co-

operation of all employees of an Organization manufacturing the product. In the past, the term ‘quality’ is 

defined in different dimensions, especially with regard to consumer point of view, system designer’s point of 

view and so on.  Durability, Safety, low-cost and the degree of satisfaction are the main characteristics which 

determine the quality of a product in Consumer’s point of view. But in system designer’s point of view the 

degree of profit and the degree of low cost productions are the major characteristics that determine the quality. 

One of the most widely used qualities of control tools is the Acceptance Sampling Plans. Acceptance 

Sampling Plans determines the ‘Sample Size’ and Criteria for accepting or rejecting a product or batch based on 

the quality of a sample, using Statistical principles.  Different types of techniques are employed by industries 

mainly in the manufacturing of Bullets, Crackers, Bulbs, and Batteries and so on, where 100% inspection is not 

possible.  Sampling provides one rational means of verification that a production lot conforms to the 

requirements of technical specifications.  100% inspection does not guarantee 100% compliance and is too time 

consuming and costly.  Rather than evaluating all items or products, a specified sample is taken, inspected or 

tested, and a decision is made about accepting or rejecting the entire production lot. Obviously, if the reliability 

of the product increases then the quality of the product will also increases, because in producer’s point of view, 

the probability that an item or a machine or a product will survive for a longer period of time. It states that a 

better quality of a product. It can be evidently observed that the quality of the product depends on the 

functioning of the system. The quality of the product is usually deferred from time to time and also the quality 

defers from product to product in the same manufacturing process. For example in case of electric bulbs the 

durability of an electric bulb will changes from bulb to bulb. Thus quality is the random phenomena.  

Hawkins, D.M. [3] proposed a fast accurate approximation for ARL’s of a CUSUM Control Charts. 

This approximation can be used to evaluate the ARL’s for specific parameter values and the out of control 

ARL’s of location and scale CUSUM Charts. Lonnie. C. Vance, [6] considered Average Run Length of 

cumulative Sum Control Charts   for controlling for normal means and to determine the parameters of a 

CUSUM Chart. To determine the parameter of CUSUM Chart the acceptable and rejectable quality levels along 

with the desired respective ARL’s are considered.  

Vardeman.S, Di-ou Ray [9] was introduced CUSUM control charts under the restriction that the values 

regard to quality are exponentially distributed. Further the phenomena under study is the occurrence of rate of 

rare events and the inter arrival times for a homogenous poison process are identically independently distributed 

exponential random variables. Kakoty.S. Chakraborthy A.B. [5]   proposed CASP – CUSUM charts under the 

assumption that the variable under study follows a Truncated Normal distribution. Generally truncated 

distributions are employed in many practical phenomena where there is a constraint on the lower and upper 

limits of the variable under study. For example, in the production of engineering items, the sorting procedure 
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eliminates items above or below designated tolerance limits. It is worthwhile to note that any continuous 

variable be the first approximated as an exponential variable.  

    YI Dai, Yunzhao Luo, Zhonghua, Li and Zhaojun Wang [10] recommended a more generalized 

multivariate CUSUM (MCUSUM) control charts which are usually called adaptive MCUSUM Control Charts 

which  not only operate without any pre-knowledge about the process shift, but also achieve an overall 

approximately optimal performance at each point in a broader range of mean shifts. Finally it is concluded by 

addressing some relevant issues such as super imposing Shewart Control Limit on their AMCUSUM Chart will 

perform more efficiently for large mean shifts just like combine Shewart CUSUM Charts. 

Muhammad Riaz, Nasir Abbas and Ronald J.M.M Does [7] proposed two Runs rules schemes for the CUSUM 

Charts. The performance of the CUSUM and EWMA Charts are compared with the usual CUSUM and 

weighted CUSUM, the first initial response CUSUM compared with usual EWMA Schemes. This comparison 

stated that the proposed schemes perform better for small and moderate shifts. Akthar P.Md and Sarma K.L.A.P  

[1] proposed an optimization of CASP-CUSUM Schemes based on truncated two parametric Gamma 

distribution and evaluated L(O) L’(O) and Probability of Acceptance and also optimized CASP-CUSUM 

Schemes based on numerical results.  In the present paper it is proposed CASP-CUSUM Charts when the 

variable under study follows truncated Hyper-Exponential Distribution. Thus it is more worthwhile to study 

some interesting characteristics of this distribution. 

 

II. Hyper-Exponential Distribution 
The concept of Hyperness came from the idea of mixture of distributions. The natural motivation for 

mixing two distributions came from the basic concept of conditional probability density / mass functions. The 

mixture of distributions is nothing but the generalization of conditional probability P(X/Y) where X is the 

discrete random variable and Y is continuous random variable or vise-versa. such mixture distributions arise in 

many practical problems especially in reliability theory.  

 

III. Truncated Hyper-Exponential Distribution 
Definition:  The random variable X is said to follow a truncated Hyper-Exponential Distribution as: 
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  0 ≤ X ≤ B                            
(3.1)

 

 

         = 0, otherwise.   

                                         

Where ‘B’ is the truncation point of the Hyper-Exponential Distribution. 

The Hyper-Exponential    Distribution very flexible for  modeling of life time of any product, and used for the 

life modeling in reliability analysis, life testing problems and accepting sampling plans. This distribution has 

been experienced in many applications such as communication, engineering and life testing. Hyper-Exponential    

Distribution very flexible for modeling failure rate by choosing an appropriate value of the parameter.  

Hyper-Exponential    Distribution is a member of continuous probability distribution. It is often used in 

wind speed, energy, physics, communication and lifetime analysis and quality inspection. For example, it is 

used to model scattered signals that reach a receiver by multiple paths. 

 

IV. IDescription Of The Plan And Type-C Oc Curve 
Beattie [2] has suggested the method for constructing the continuous acceptance sampling plan.  The procedure, 

suggested by him consists of a chosen decision interval namely, “Return interval” with the length h’, above the 

decision line is taken.  We plot on the chart the sum Sm = 
   ....)3,2,1(' isXkX ii  are distributed 

independently and k is the reference value.  If the sum lies in the area of normal chart, the product is accepted 

and if it lies in the of the return chart, the product is rejected, subject to the following assumptions. 

1. When the recently plotted point on the chart touches the decision line, then the next point to be plotted at 

the maximum, i.e., h+h’. 

2. When the decision line is reached or crossed from above, the next point on the chart is to be plotted from 

the baseline. 

       When the CUSUM falls in the return chart, network or a change of specification may be  employed 

rather than outright rejection. 

 

 The procedure in brief is given below. 

1. Start plotting the CUSUM at 0. 
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2. The product is accepted when Sm =    ;hkX i
when Sm < 0, return cumulative to 0. 

3. When h < Sm < hh  the product is rejected: when Sm crosses h, i.e., when Sm > hh  and   

Continue rejecting product until Sm  > hh  return cumulative to hh  . 

 

The Type – C, OC function, which is defined as the probability of acceptance of an item as a function 

of incoming quality, when sampling rate is same in acceptance and rejection regions. Then the probability of 

acceptance P(A) is given by  

)0()0(

)0(
)(

LL

L
AP




                                                                                                                  (4.1) 

 

Where L (0) = Average Run Length in acceptance zone and  

            )0(L Average Run Length in rejection zone.  

 

Page, E.S [8] has introduced the formulae for L (0) and L (0) as  
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Where P (0) = Probability for the test starting from zero on the normal chart, 

            N (0) = ASN for the test starting from zero on the normal chart, 

 

)0(P = Probability for the test on the return chart and  

)0(N = ASN for the test on the return chart.  

 

   He further obtained integral equations for the quantities   

   P (0), N (0), )0(P , )0(N  as follows : 
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and z is the distance of the starting of the test in the normal chart from zero. 
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V. Method Of Solution 
We first express the integral equation (4.4) in the form 

      
d

c

dttFtxR )(),(Q(x) = (x) F                               (5.1) 

      Where  (z) P = (x) F  

                      z)-(k F = (x) Q  

                       z)-k+(y f = t)(x, R  

      

Let the integral 
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Where y = 
cd

dcx



 )(2
 where ai’s and ti‘s respectively the weight factor and abscissa for the Gauss-

Chibyshev polynomial, given in Jain M.K. and et al [4] using (5.1) and (5.2), (4.4) can be written as  

 F (x) = Q (x) 
2

cd 
)(),( iii tFtxRa                (5.3) 

Since equation (3.3) should be valid for all values of x in the interval (c,d), it must be true for x = ti . i = 0 (1) n 

then obtain  

 

F (ti) = Q (ti) + 
2

cd 
)(),( iiji tFttRa                                   (5.4) 

   j = 0 (1) n 

 

`Substituting  

F (ti) = Fi, Q (ti) = Qi, i – 0 (1) n, in (2.4.4), we get  
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                     (5.5) 

 

In the system of equations except Fi, i = 0, 1 … n are known and hence can be solved for Fi. We solve 

the system of equations by the method of Iteration. For this we write the system (5.5) as  

 

   )),(....),(),(),(1 0110100000 nnnoooo FttRaFttRaFttRaTQFttRTa   

   )),(....),(),(),(1 111111011111 nnnoo FttRaFttRaFttRaTQFttRTa    

……  ……  ……  …… 
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Where .
2

cd
T


  



Optimization of CASP-CUSUM Schemes Based on Truncated Hyper-Exponential Distribution 

DOI: 10.9790/5728-1303052430                                         www.iosrjournals.org                                     28 | Page 

To start the Iteration process, let us put  0 =Fn  ..… = F2 = F1 in the first equation of (5.6), we then 

obtain a rough value of Fo . Putting this value of Fo  and  0 =Fn  ..… F= F2 3 in the second equation, we 

get a rough value F1 and so on. This gives the first set of values Fi,                i = 0,1,2,………., n which are just 

the refined values of Fi, i = 0,1,2,….., n . The process is continued until two consecutive sets of values are 

obtained up to a certain degree of accuracy. In the similar way solutions  (0) N' (0), N (0), P' can be obtained.   

 

VI. Computation Of Arl’s & P (A) 
We developed computer programs to solve equations (5.1 to 5.6) and get the following tables. 

                        
TABLE – 6.1 1=0.1, 2=0.3, k=1, h=0.25, h’=0.25 TABLE – 6.2 1=0.1, 2=0.3, k=1.5, h=0.25, h’=0.25 
 

B L(0)  L’(0) P(A) 

1.7 1.08723 1.1398094 0.4881945 

1.6 1.11500 1.1428208 0.4938388 

1.5 1.15560 1.1425617 0.5028366 

1.4 1.21816 1.1366948 0.5172971 

1.3 1.32231 1.1215484 0.5410739 

1.2 1.51915 1.0915695 0.5818897 

1.1 1.99764 1.0389469 0.6578571 

1.0 4.58558 0.9541929 0.8277560 

 

B L(0) L'(0) P(A) 

2.2 1.57848 1.1110017 0.5869079 

2.1 1.68996 1.1169968 0.6020612 

2.0 1.84671 1.1231424 0.6218184 

1.9 2.08179 1.1292478 0.6483229 

1.8 2.47038 1.1349857 0.6851953 

1.7 3.22784 1.1398094 0.7390336 

1.6 5.32096 1.1428207 0.8231962 

1.5 36..7536 1.1425617 0.9693007 

TABLE- 6.3 1=0.1, 2=0.3, k=1.5, h=0.5, h’=0.5 TABLE – 6.4 1=0.1, 2=0.3, k=2, h=0.25, h’=0.25 
 

B L(0) L'(0) P(A) 

2.2 1.20863 1.1570265 0.5109076 

2.1 1.25809 1.1571751 0.5208908 

2.0 1.32686 1.1548976 1.5346457 

1.9 1.42737 1.1491522 0.5539916 

1.8 1.58525 1.1385281 0.5820044 

1.7 1.86335 1.1211537 0.6243420 

1.6 2.46902 1.0946261 0.6928352 

1.5 4.74858 1.0560194 0.8180721 

 

B L(0) L'(0) P(A) 

2.7 2.07888 1.0855500 0.6569524 

2.6 2.27371 1.0899833 0.6759567 

2.5 2.54659 1.0947425 0.6993563 

2.4 2.95494 1.0998368 0.7287554 

2.3 3.63068 1.1052638 0.7666221 

2.2 4.95839 1.1110017 0.8169501 

2.1 8.73665 1.1169968 0.8866413 

2.0 98.43071 1.1231424 0.9887183 

TABLE – 6.5 1=0.1, 2=0.3, k=2, h=0.5, h’=0.5 TABLE – 6.6 1=0.1, 2=0.3, k=2, h=0.75, h’=0.75 
 

B L(0) L'(0) P(A) 

2.7 1.71667 1.1401600 0.6009009 

2.6 1.84855 1.1445107 0.6176121 

2.5 2.03134 1.1486157 0.6387948 

2.4 2.30029 1.1522760 0.6662556 

2.3 2.73271 1.1552107 0.7028720 

2.2 3.53703 1.1570265 0.7535126 

2.1 5.53581 1.1571751 0.6271064 

2.0 18.75014 1.1548976 0.9419796 
 

B L(0) L'(0) P(A) 

2.7 1.39392 1.1632582 0.5451009 

2.6 1.47137 1.1634763 0.5584272 

2.5 1.57655 1.1622776 0.5756289 

2.4 1.72649 1.1591915 0.5982955 

2.3 1.95562 1.1536164 0.6289712 

2.2 2.34552 1.1447910 0.6720089 

2.1 3.14831 1.1317651 0.7355734 

2.0 5.72433 1.1133775 0.8371710 

TABLE – 6.7 1=0.1, 2=0.5, k=1, h=0.25, h’=0.25 TABLE – 6.8 1=0.1, 2=0.5, k=1.5, h=0.25, h’=0.25 

 

 

B L(0) L'(0) P(A) 

1.7 0.99686 1.1143477 0.4721760 

1.6 1.01484 1.1120634 0.4771454 

1.5 1.04239 1.1054238 0.4853249 

1.4 1.08654 1.0919622 0.4987561 

1.3 1.16245 1.0680190 0.5211682 

1.2 1.30936 1.0284005 0.5600924 

1.1 1.67160 0.9663516 0.6336738 

1.0 3.62463 0.8744303 0.8056417 

 

B L(0) L'(0) P(A) 

2.2 1.49367 1.1011709 0.5756308 

2.1 1.59417 1.1050587 0.5906028 

2.0 1.73418 1.1086931 0.6100103 

1.9 1.94264 1.1117891 0.6360077 

1.8 2.28433 1.1139029 0.6722115 

1.7 2.94096 1.1143477 0.7252125 

1.6 4.69211 1.1120634 0.8084027 

1.5 22.78117 1.1054238 0.9537220 

TABLE – 6.9 1=0.1, 2=0.5, k=1.5, h=0.5, h’=0.5 TABLE – 6.10 1=0.1, 2=0.5, k=2, h=0.25, h’=0.25 
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B L(0) L'(0) P(A) 

2.2 1.01594 1.1201624 0.4756040 

2.1 1.05069 1.1147476 0.4852094 

2.0 1.09630 1.1061889 0.4977554 

1.9 1.16054 1.0934263 0.5148886 

1.8 1.25833 1.0750973 0.5392627 

1.7 1.42373 1.0494943 0.5756583 

1.6 1.75765 1.0145614 0.6340250 

1.5 2.76203 0.9679534 0.7404941 

 

B L(0) L'(0) P(A) 

2.7 1.89326 1.0823505 0.6362591 

2.6 2.12317 1.0858314 0.6616293 

2.5 2.39610 1.0894861 0.6874311 

2.4 2.78072 1.0932928 0.7177883 

2.3 3.39650 1.0972110 0.7558342 

2.2 4.56800 1.1011709 0.8057615 

2.1 7.69752 1.1050587 0.8744619 

2.0 42.805249 1.1086931 0.9747515 

TABLE – 6.11 1=0.1, 2=0.5, k=2, h=0.5, h’=0.5 TABLE – 6.12 1=0.1, 2=0.7, k=1, h=0.25h’=0.25 

 

 

B L(0) L'(0) P(A) 

2.7 1.20941 1.1224610 0.5186436 

2.6 1.41024 1.1239125 0.5564930 

2.5 1.59250 1.1247145 0.5860776 

2.4 1.81118 1.1246073 0.6169317 

2.3 2.12327 1.1232442 0.6540157 

2.2 2.67732 1.1201624 0.7026763 

2.1 3.76174 1.1147476 0.7714038 

2.0 7.87624 1.1061889 0.8768497 

 

B L(0) L'(0) P(A) 

1.7 0.85532 1.0849545 0.4402238 

1.6 0.87389 1.0772073 0.4478967 

1.5 0.89428 1.0640976 0.4566436 

1.4 0.92387 1.0431067 0.4696906 

1.3 0.97433 1.0107064 0.4908378 

1.2 1.07371 0.9622225 0.5273790 

1.1 1.32261 0.8920711 0.5972008 

1.0 2.65445 0.7944816 0.7696443 

TABLE – 6.13 1=0.1, 2=0.7, k=1, h=0.75, h’=0.75 TABLE – 6.14 1=0.1, 2=0.7, k=1.5, h=0.5,h’=0.5 

 

B L(0) L’(0) P(A) 

2.7 0.55618 1.0693791 0.3421449 

2.6 0.54654 1.0596664 0.3402659 

2.5 0.53936 1.0476683 0.3398542 

2.4 0.53813 1.0329257 0.3425270 

2.3 0.55280 1.0149025 0.3526191 

2.2 0.62464 0.9929795 0.3861486 

2.1 1.31963 0.9664518 0.5772448 

 

B L(0) L'(0) P(A) 

2.8 0.95048 1.0981925 0.4639485 

2.7 0.96348 1.0972973 0.4675311 

2.6 0.98223 1.0955980 0.4727207 

2.5 1.01047 1.0928547 0.4804161 

2.4 1.05600 1.0887599 0.4923673 

2.3 1.13880 1.0829183 0.5125764 

2.2 1.33116 1.0748241 0.5532705 

2.1 2.27882 1.0638332 0.6817401 

 

VII. Conclusions 
For the hypothetical values of the parameters  1,2,k,h,&  h’ given at the top of each table,  We 

determine optimum truncated point B at which P (A) the probability of accepting an item is maximum and also 

obtained ARL’s values which represents the acceptance zone )(OL and rejection zone )(OL  values. The 

values of truncated point B of random variable X, )(OL , )(OL and the values for Type – C OC Curve, i.e. P 

(A)  are given in columns I, II, III and IV respectively.  

 

From the above tables 6.1 to 6.14 we made the following conclusions  

(i) By observing the above tables the values of h ,h’ increases then related values of L(0) decreases. So the 

sizes of accepted and rejected zones and L(0) are inversely related.  

(ii) By observing the above tables the values of h, h’ increases then related values of P(A) decreases. So the 

sizes of accepted and rejected zones and P(A) are inversely related. 

(iii) By observing the above tables the reference value K increases then L(0) increases. So, reference value and 

L(0) are positively related. 

(iv) By observing the above tables the reference value K increases then P(A) increases. So, reference value and 

P(A) are positively related.    

(v) By observing the above table we found that the value of parameter of Hyper-Exponential distribution 

increases then P(A) is also increases. So the parameters of Hyper-Exponential distribution and P(A) are 

positively related. 

(vi) The various relations exhibited among the ARL’s and Type–C OC Curves with the parameters of the 

CASP-CUSUM based on the above table 6.1 to 6.14 are observed from the following table No.7.1.    
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Table – 7.1 
B 1  2 k h h’ L (O) L(O) P (A) 

1.0 0.1 0.3 1 0.25 0.25 4.58558 0.9541929 0.8277560 

1.5 0.1 0.3 1.5 0.25 0.25 36.07536 1.1425617 0.9693007 

1.5 0.1 0.3 1.5 0.5 0.5 4.74858 1.0560194 0.8180721 

2.0 0.1 0.3 2.0 0.25 0.25 98.43071 1.1231424 0.9887183 

2.0 0.1 0.3 2.0 0.5 0.5 18.75014 1.1548976 0.9419796 

2.0 0.1 0.3 2.0 0.75 0.75 5.72433 1.1133775 0.8371710 

1.0 0.1 0.5 1.0 0.25 0.25 3.62463 0.8744303 0.8056417 

1.5 0.1 0.5 1.5 0.25 0.25 22.78117 1.1054238 0.9537220 

1.5 0.1 0.5 1.5 0.50 0.50 2.76203    0.9679534 0.7404941 

2.0 0.1 0.5 2.0 0.25 0.25 42.80249 1.1086931 0.9747515 

2.0 0.1 0.5 2.0 0.5 0.5 7.87624 1.1061889 0.8768497 

1.0 0.1 0.7 1.0 0.25 0.25 2.65445 0.7944816 0.7696443 

2.1 0.1 0.7 1.0 0.75 0.75           1.31963 0.9664518   0.5772448 

2.1 0.1 0.7 1.5 0.5 0.5 2.27882 1.0638332 0.6817401 

 

By observing the above table the values of L (O) and P (A), the optimum CASP-CUSUM as 

 
And the value of  P (A) 0.9887183 respectively. 
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