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Abstract: Fitting ellipses to a set of given points in the plane is a problem that arises in many application 

areas, e.g. computer graphics [9], [3], coordinate metrology [2], petroleum engineering [8]. In this paper, we 

present several algorithms which the ellipse for which the sum of the squares of the distances to the given points 

is minimal. These algorithms are compared with classical and iterative methods. Ellipses is represented 

algebraically i.e. by an equation of the form F(x) = 0. The algorithm computes a continuous function closely 

approximating the ellipses, for which the sum of the squares to the given set of points is minimized. We will look 

particularly at one method, by giving examples and using Matlab to solve these problems and then compares the 

efficiency of them. 
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I. Introduction 

 Let a relationship between variables x and y be given by 0 = p)y;f(x, , where 
nRp  is a vector of 

parameters. For example, this could be an ellipse or any conic in the x,y plane. 

Let data points m ,…1, = i  ),y,(x ii  be given. Then ideally we wish to choose p so that 

.,...,1,0);,( mipyxf ii   

However, this is unlikely to be possible, so we need some other ways of choosing p. 

Different methods are available, and are considered in the next sections. One way of choosing p is called 

"Algebraic Fitting ", uses the implicit form of the ellipse, and takes the form of a constrained least square 

problem. This algorithm was extensively discussed by Varah in [9] and Golub, Gander and Strebel in [3]. 

In the other sections we introduces different numerical different numerical examples, with relevant figures and 

results. Then we compare all the methods studied in this paper using different examples. 

 

II. Algebraic Fitting 
Given the implicit function 

,0);,( pyxf  

and the data points (xi; yi); i = 1; : 
:
 : ; m in the plane, we want to minimise the standard least square functional 

 
Generally, this results in a nonline

a
r minimisation problem, but in the important case that f is linear in p, we 

obtain a linear least squares problem of the form 

 

,min)(min
2

2
Spp

pp
  

 

such that the i-th component of Sp is 

 

,,...,2,1),;,( mipyxf ii   

 

 where S is an m x n matrix. We assume m > n and p is an n x 1 vector (parameter).Clearly p =0 is a 

trivial solution. Therefore to complete the problem, we must add some normalization condition on p, and here 

we have four different possibilities. 

 These give rise to constrained optimization problems and therefore we need to introduce some analysis 

of problems of this kind. This is considered next. 

 

);,()( 2 pyxfp ii i  (2.1)  

 (2.2)  
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III. The constrained optimization problem 
The structure of most constrained optimization problems is essentially contained in the following: 

nRxxfMinimize ,)(                                    (3.1) 

EixctoSubject i  ,0)(  

,,0)( Iixci   

 where f(x) is objective function, but there are additional constraint functions k,1,2,..., = i (x),ci , 

where k is the number of indices in EUI , and E is the index set of equations or equality constraints in the 

problem, I is the set of inequality constraints, and both of these sets are finite. More general constraints can be 

put into this form: for example  b (x)ci  becomes .0)(  xcb i . If any point x satisfies all constraints in 

(3.1), it is said to be a feasible point and the set of all such points is referred to as the feasible region R (see [2] 

page 139-140). 

 

3.1. SVD Constraint 

 

,1min
2
ptosubject

p
                       (3.2) 

 

where║.║ is the l2 norm. We have the main problem as 

.1min
22
ptosubjectSp

p
                            (3.3) 

The quantity ║Sp║
2
 isminimised at the same p that minimises║Sp║, and

2

2
Sp  is easier to study. Observe that: 

 
2 

Also, S
T
S is a symmetric matrix, since (S

T
S)

T
 = S

T
S

T T
 = S

T
S. 

So the problem now is to minimize the quadratic form p
T
(S

T
S)p subject to the constraint ║p║

2
 = 1. 

Let A be a symmetric matrix, and define m and M as: 

 

1:max1:min  xAxxMxAxxm TT
 

 

 Then by Theorem 6 page 421 from [5], M is the largest eigenvalue 1  of A and m is the smallest 

eigenvalue of A. The value of x
T
Axis M when x is a unit eigenvector 1v  corresponding to M. The value of x

T
 

Ax is m when x is a unit eigenvector corresponding to m. Thus the minimum value is the eigenvalue 

corresponding to the smallest eigenvector vn. 

If S is an m n matrix, then S
T
 S is symmetric as we saw before, and can be orthogonally diagonalized. Let 

v1,…,vn be an orthogonal basis for R
n
 consisting of eigenvectors of S

T
 S, and let n ,...,1  be the associated 

eigenvalues of S
T
S. 

Then, for ,1 ni  , 

),()()()(
2

ii

T

ii

TT

ii

TT

ii

T

ii pppSSppSpSpSpSp   

 

Since ip is an eigenvector of SST
 

,
2

iiSp                     (3.4) 

 since ip  is a unit vector. So the eigenvalues of S
T
S are all nonnegative. By numbering, if necessary, we 

may assume that the eigenvalues are arranged so that 

.0.........21  n  

 

.)()()(
2

pSSpSpSpSpSpSp TTTTT 
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The singular values of S are the square roots of the eigenvalues of S
T
S, denotedby n ,...,, 21 , and they are 

arranged in decreasing order. That is ii   for .1 ni   

By the equation (3.4), the singular values of S are the lengths of the vectors nSpSp ,...,1  (see [6] page 428-

430). 

For 1p , the minimum value of Sp  is 
nnnSp   . 

We can write S in the form of a singular value decomposition (SVD) of S, say 

 ,TVUS 
 

 

Where 

 

,
00

0










D

 

 

,

0

01



















r

D











 
here is  an m x n matrix, where the diagonal entries in D are the first r singular values of S, 

,021  r  , and U is an m x m orthogonal matrix and an n x  n orthogonal matrix V. 

 

Then we can summarise this, by saying the problem is equivalent to finding the right singular vector 

)(:,nVp   associated with the smallest singular value of S. 

 

Remark: The SVD method gives a good  fit when .1n . The singular 

vector )(:,nVp  corresponding to n is assumed unique. 

 

3.2Quadratic constraint 

 

,1min
2

2

2

2
BptosubjectSp

p
(3.5) 

 

whereB is a general k xn matrix. 

 

 We can find the solution p using the generalised SVD of S and B, or by solving a generalised 

eigenvalue problem involving S
T
S and B

T
B. However, we take here the special case when B = [O I], and we 

show in the following discussion how to find the solution p. For instance we take the case of ellipse with 

parameter
Tcbbaaap ),,,,2,( 21221211 with .1p . 

If we define vectors 
TT aaawcbbv ),2,(,),,( 22121121  then );;( wvp   and the coefficient matrix 

 



















22

2

111

2

111

21

21

mmmmmm

nm

yyxxyx

yyxxyx

S  , 

theBookstein constraint i.e. the quadratic constraint may be written as ,1w and we have the system: 

 

.0








w

v
s  
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The QR decomposition of S leads to the equivalent system 

 
 

and it is equivalent to 

,021  wRvR  

 

.03 wR  

Which may be solved in the following steps: 

1. .1,03  wwR  

Using the singular value decomposition  of wVUR T ,3   is the singular vector corresponding to the 

smallest singular value of R3. 

 

2.  Finally find v from:   ,021  wRvR   and this is equivalent to 

,21 wRvR  and  then:   .2

1

1 wRRv   

Thus 

 

.0









w

v
p  

 

 

3.3.  Ellipse constraint 

 

 
 

 

Where C is 

 

.

000000

000000

000000

000005.0

000010

0005.000





























C  

 

We can reduce thisproblem to a generalised eigenvalue problem: 

 

 
 

 For the ellipse, the solution p is the eigenvector corresponding to the unique positive eigenvalue in the 

ellipse case, or the biggest absolute value of the eigenvalue . 

 Assuming S is nonsingular, this generalised eigenvalue problem has the same number of positive 

eigenvalues as C does, namely one. 

 More generally, the p takes the value of the eigenvector corresponding to the largest nonnegative 

absolute value of the previous problem as follows: If we apply the first condition of Lagrange multiplier (see 

[2]), we get 

).1(),(  CppSpSpxL TTT   

 

,0
0 3

21


















w

v

R

RR

,1min
2

CpptosubjectSp T

p

.0)(  pSSC T

 (3.8) 

 (3.9) 
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Differentiate w.r.t. to p: 

 

Differentiate w.r.t to  : 

.022  CpSpST

p   

.01 CppT

  

 

Then we get the problem as above 

0)(022  pCSSCpSpS TT   

 

  CpSSpCpSpS TT 11 












  

 

  







 CppSS T



1
 

 

  .
1

0
1

pSSCppSSC TT




























 

Then 

 

,0
1

1 







 SpSpCpp TTT


 

thus 

 

,
2

 SpSpSp TT
 

 

and must be positive because ,0
2
Sp  and to get a nontrivial solution 

 must be strictly positive. Numerically we found always   corresponds to the n-2 column of (in MATLAB 

notation we put D instead of  ) and the 

 

solution p corresponds to the n-2 vector v of the matrix V (by MATLAB) such that   ),(, MeigDV  where 

CSSM T 1)(   because all the previous eigenvalues in the case of this matrix C arezeros. Then we want the 

 

smallest positive value , which corresponds to the largest absolute value of 












1
of   .

1
CSST 

 

 

Remark: 

Usually, for all the constraints given, the solutions obtained are very 

different, and lead to very different figures in general. In the case when the data are very nearly fitted by the 

implicit functions (i.e. where the residuals are small and 1n ), the solutions obtained are quite similar. 

With the SVD for an ellipse, this is not well fitted because the matrix A, although positive definite 

 22121211 ; aaaaA  , is very nearly singular. We mention here that depending on the data, the generated 

matrix A may be indefinite or singular [9]. 

And now we guarantee the generation of a positive definite matrix A, and hence of an ellipse (or circle) rather 

than another conic section by the fourth constraint (Ellipse constraint). 
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IV. Algebraic Fitting of ellipses 

Consider the implicit function of a general ellipse in the plane, which can expressed as 

 

,);,( CXbAXXpyxf TT   

where 

 

,,,
2212

1211

2

1
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b

b
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X  

 

and p is defined as 

.
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Then 

,)(
2

Spp   

 

where S is m x 6 matrix 
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12

12
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we can put 

 

.)()(
2

2
SpSpSpSpSp TTT   

 

The algebraic residual can be defined as 

 

.
2

2

2

2
pSpres   

 

If we add to the problem, the ellipse constraint, we should have this form: 

 

,1min CpptosubjectSpSp TTT

p
 

 

where C was defined earlier. We can guarantee A's positive definiteness by this method i.e. ellipse constraint, 

because A is positive definite if 
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.00)2()3()1( 2  Cppppp T
 

 

This problem can be reduced to the generalised eigenvalue problem: 

 

,0)(  SpSC T  

 

and this is equivalent to 

,)( pSSCp T  

 

where ),( SSC T C and S
T
S have the same order. The eigenvalues of 

)( SSC T are the eigenvalues of .)( 1CSS T 
 And they are also the eigenvalues of ,)( 111   BCBBCB

and ,)(1 CSSCB T
 where (see [7] and [6]). 

 

If B is nonsingular i.e. .)0)(det( 1 pCpBA  
 

 

The solution p is the eigenvector corresponding to the unique positive eigenvalue in the case of ellipses. 

 

After solving the algebraicfitting for p, we must construct the ellipses by converting its algebraic form to the 

parametric representation: 

 

,zXQX   

 

Where 

 

,
sin

cos
, 























q
X

y

x
z

c

c
 

 

By substituting  X in the equation 

 

.0 cXbAXX TT
 

 

We get  

,0)()2()(  czbAzzXQbAzXAQQX TTTTT
 

 

We put: 

),()2()( czbAzzcQbAzbAQQA TTTTTT   

And the equation will be 

 

.0 cXbXAX
TT

 

 

Choose Q so that:  ),,( 21 diagA   where 21,   are the eigenvalues of A. 

Choose z so that: 

 

.2/20)2(0 AbzbAzQbAzb TTTTTT   

 

If  0. 21   the conic is an ellipse with 
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,









c

c

y

x
z  

 

and ./,/ 21  cqc   A and  A  have the same (real) eigenvalues ., 21   

Choose VlQ   where Vl  is the matrix contains the eigenvectors  of A corresponding to 21,   such that: 

.IVlVlT   

 

Thus the parametric  form of the ellipse is: 

 

.
sin
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This is the case of Ellipse constraint, where   varies from 0 to .2  

 

4.1The General algorithm 

Step 1: Calculate S. 

 

Step 2: 

Calculate the eigenvalues of CB 1
, where SSB T and choose the smallest positive one i.e. )(  or the 

biggest absolute value of  . 

 

Step 3: 
The solution (p) would be the eigenvector corresponding to ( ) which is equivalent to the biggest positive value 

of such that .
1


   

V. Examples 
 With different set of points, we applied here the algebraic method for an ellipse. Matlab was used here, 

because it is easy to implement against another package or language like Fortran, and we save a lot of time too. 

Also we used the algebraic t with different constraints. 

 

5.1Fitting Ellipses 

Consider the thaSp   data set given from [4] in Table (4.1) which is used for all examples of ellipses. 

 

x 8 3 2 7 6 6 4 

y 1 6 3 7 1 10 0 
        

 

5.2Example 1: Algebraic method with Ellipse Algorithm 

Figure 1 shows the ellipse generated from the data using the ellipse constraint. 

And the residual is  2.727304e = res -01
. The minimum of

-027.438188e = . 

The center is z = [5:2604 4:4887]
T
 . 

 

The best  fitobtained is the ellipse 

 

cos 2.9542 + 5.2604 =x  

 

.sin 4.8224 + 4.4887 =y   
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5.3Example 2: Algebraic method with SVDAlgorithm 

Figure 2 shows the ellipse generated from the data using SVD method. 

 
The ellipse obtained is 

 
 

 
Figure 2: Ellipse fits with SVD Algorithm. 

 

5.4Example 3: Algebraic method with Quadratic Algorithm 

We have Figure 3 shows the ellipse generated from the data using the Quadratic Algorithm method. 

.4.377026e =2.382263e = residual 01-01   

The ellipse generated is 

.sin 5.8333 + 4.5461 =y 

, cos 2.5794 + 5.0270 =x




 

.sin 6.3990 + 5.1726 =y 

,cos 2.5442 + 4.9293 =x
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Figure 3: Ellipse fits with Quadratic Algorithm. 
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