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Abstract: Neural network is an important area of research due to its usage in various fields of engineering and 

sciences. Orthogonal neural network is a special kind of neural network where basis functions are orthogonal to 

each other. In this paper, orthogonal neural network is discussed and its important properties are detailed. It is 

found that its properties very much resemble with Fourier series properties. 
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I. Introduction 
There are three primary elements of significance while making a functional model of the biological 

neuron. Initially, the synapses of the neuron are displayed as weights. The quality of the association between an 

input and a neuron is remarked by the estimation of the weight. 

Haykin[1] andHaykin et al. [2] coined that values of negative weight show inhibitory connections, 

while on the other side, positive values assign excitatory associations. An input is provided to the neural 

network and a corresponding required or target response fixed at the output (in this case, the training is termed 

as supervised). From the difference between the system output and the desired response, an error occurred [3-5]. 

This information of error is sustained back to the system and makes adjustments in the system parameters in a 

proper manner (the learning rule). The procedure continues again and again till the satisfactory results are not 

accomplished. 

 

 
Figure 1: Schematic of orthogonal neural networks 

 

Basic ANN based system suffers from error and slow convergence problems and also suffers from 

Gibbs phenomenon. To tackle basis ANN problems, Orthogonal Neural Networks (ONN) was proposed. 

Orthogonal Neural Network is a special kind of feed forward neural network with multiple inputs and single 

output and a hidden layer with orthogonal activation function in hidden layer. 
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II. Model of Orthogonal Neural Network 

 
 

III. Orthogonal Activation Function 

 
 

IV. Training Method of Orthogonal Neural Network 
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V. Properties of ONN 
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VI. Conclusions 
In this paper basic concepts of orthogonal neural network is presneted. The training model with weight 

updates are discussed. The main four properties of the ONN are detailed and prooof of the properties are 

presnetd. Th orthogonal set of functions satisfies most of the properites resembing with Foureir series. Property 

four presnetd above explain Gibbs phenomenon similar to one observed in Fourier series. 
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