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Abstract: Neural network is an important area of research due to its usage in various fields of engineering and
sciences. Orthogonal neural network is a special kind of neural network where basis functions are orthogonal to
each other. In this paper, orthogonal neural network is discussed and its important properties are detailed. It is
found that its properties very much resemble with Fourier series properties.
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I.  Introduction

There are three primary elements of significance while making a functional model of the biological
neuron. Initially, the synapses of the neuron are displayed as weights. The quality of the association between an
input and a neuron is remarked by the estimation of the weight.

Haykin[1] andHaykin et al. [2] coined that values of negative weight show inhibitory connections,
while on the other side, positive values assign excitatory associations. An input is provided to the neural
network and a corresponding required or target response fixed at the output (in this case, the training is termed
as supervised). From the difference between the system output and the desired response, an error occurred [3-5].
This information of error is sustained back to the system and makes adjustments in the system parameters in a
proper manner (the learning rule). The procedure continues again and again till the satisfactory results are not
accomplished.

Figure 1: Schematic of orthogonal neural networks

Basic ANN based system suffers from error and slow convergence problems and also suffers from
Gibbs phenomenon. To tackle basis ANN problems, Orthogonal Neural Networks (ONN) was proposed.
Orthogonal Neural Network is a special kind of feed forward neural network with multiple inputs and single
output and a hidden layer with orthogonal activation function in hidden layer.
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I1.  Model of Orthogonal Neural Network
The inputs of neural networks are distributed into orthogonal neurons blocks for each input.
The number of neurons for each input signals is arbitrary and i neuron correspond to i
orthogonal function order [6]. The number of orthogonal neurons is given by

Ny = iNI. (1)

i=1

where

m — the number of inputs.

N the number of neurons for each input

The other layer of ONN is arranged to nodes which consist of products combinations of the
particular outputs from orthogonal neurons and it’s defined as
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where
m— dimensions of nput vector.
— outputs of orthogonal function implemented by each hidden layer neuron.

The ONN output is given by sum of the all output nodes from previous layer (2) and one is
can be mathematically expressed as

N,

-}

R N
BV =D . Wy @y, O=p (D@ (3)
n

nh
where
- the transformed input vector.

- the transformed weight vector.

I11.  Orthogonal Activation Function
The rate of convergence by using orthogonal functions as activation function in neural
network is larger than the rate of convergence for perceptron or radial neural networks when
it’s sticking point. The set of one-dimensional orthogonal functions , are defined as [7]:
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If I, for all i = 1,2, ..., then orthogonal function is orthonormal. Anderson[3] showed that

there have been a number of the orthogonal polynomials, e.g. Hermite, Legendre, Laguerre,
Chebyshev and Fourier polynomials.

IV.  Training Method of Orthogonal Neural Network

Generally, the learning process is performed by adapting the network weight such as the
expected value of the mean squared error between network output and training output is
minimized. The gradient descent-based learning algorithms are popular training algorithm for
neural networks. To train proposed network, learning rules are determined from Lyapunov-
like stability analysis. The cost function ONN is given by [8]
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where
is learning error, is output of NN, is actual output and is mean square
EITOT.
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The gradient descent algorithm adjusts network weights in such a way that the square of the
neural network learning error changes in a negative gradient direction and then weight
adaptation is given by

oE
Aio=—a(r)—= (6)
Ow
where
A —Variation of neural network weights,

—Neural network learning rate.
Thus the ONN’s weight update law for the instantaneous gradient descent algorithms is given
as

w(t)=ca(t—1)+a_W(r)
where —Transformed input vector consisting of orthogonal functions.

To guarantee of ONN’s training stability, the learning rate a(f) must be bounded by [9]

O<a(r)<
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V.  Properties of ONN
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Property 1: If f(x) is any function defined in the interval [c.d] then there exists orthogonal
function set {,,y,.y;,...} such that
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Property 3: The approximation error T, decreases with more number of terms considered.

N
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Property 4: A piece-wise continuous function f(x) can be represented by orthogonal set of
functions as

e Jf{xJ if (x)is continous at x
Z@}% (l) =

i=1 L%[f(;f]+f[x" }:| if (x) jumpsat x an
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VI.  Conclusions
In this paper basic concepts of orthogonal neural network is presneted. The training model with weight

updates are discussed. The main four properties of the ONN are detailed and prooof of the properties are
presnetd. Th orthogonal set of functions satisfies most of the properites resembing with Foureir series. Property
four presnetd above explain Gibbs phenomenon similar to one observed in Fourier series.
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