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Abstract 
The demand for crude oil and petroleum products in Kenya has been increasing very fast over the past twenty 

years. This is mainly because this particular commodity is used in many sectors of the country’s economy. Ever 

changing prices affect the exchange rates which also affects industrial production of goods in Kenya. The oil 

production sector has a crucial impact on the other industries. Any change in the price of petroleum products 

has a great impact on the prices of other goods produced and even the growth of the economy. This is mainly 

due to the transport cost involved in transporting the goods. The major aim of this research is to model 
petroleum products prices in Kenya using Autoregressive Integrated Moving Average(ARIMA) and Vector 

Autoregression (VAR) models; the models are then compared to determine which of them predicts better the 

prices in Kenya. Modeling of the prices will greatly guide the government and investors in the energy sector so 

that they can accurately forecast the future prices. The main sources of data in this research were secondary 

petroleum pump prices data from the Energy and Petroleum Regulatory Authority (EPRA) of Kenya, exchange 

rates, inflation rates and the crude oil prices in the world market. Petroleum products prices data from January, 

2011 to December, 2018 was used for the modeling process. Comparing several ARIMA candidate models using 

model criterion, ARIMA (1,1,0) emerged the best model was used to check how international oil prices, the 

exchange rate of Kenyan shilling against the dollar and inflation rate of the Kenyan shilling affect the petroleum 

prices in Kenya. Comparison of forecasting ability for the ARIMA and VAR models was done using the mean 

absolute percentage error (MAPE) mean absolute error (MAE) and the root mean squared error (RMSE). The 
results showed that VAR was better for forecasting the petroleum prices in Kenya as compared to ARIMA 

(1,1,0).Keywords: China insurance industry, Foreign fund, Challenge 
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I. Introduction 
Petroleum is an important product which plays a major role in our daily life. Its high demand is related to 

many activities related to the country’s economy [1]. In a developing country, fuel users need to know a cost 

effective fuel usage plan to be able to meet their needs.  

Kenya heavily depends on petroleum products which are used in most of its sectors of the economy on 

daily basis [2]. Modeling and forecasting of oil prices are a vital concern in most developing economies [2]. The 

prices of oil products from the OPEC (Organisation of Petroleum Exporting Countries) countries are unstable and 

this leads to a great challenge in our country since the high and unstable oil prices is a major obstacle in the 

growing of Kenya’s economy [3].  Oil price volatility has a major negative impact on Kenya’s economic growth. 

The Kenya’s oil industry continues to be a very important part of the country’s growing economy since oil is used 

in transportation of goods, generation of water plus electricity and also in the industrial production as an input [2]. 
This study aimed at finding the best ARIMA and VAR models that can be used to predict the prices of petroleum 

products in the near future in Kenya based on past prices. ARIMA model is used for analyzing a single variable 

using its previous values and error terms [2]. 

In a VAR model, more than one variables are considered. Each variable in the model has an equation 

which is based on its own lags and those of other variables which are also contained in the model. There is high 

volatility of the petroleum products prices in Kenya, hence the need to model them so as to guide both the 

businessmen and customers in the energy sector so that they can predict the future prices accurately and make 

useful decisions. Investors need to know the future price trends so that their investments can be based on them.[4] 
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II. Literature Review 
In Kenya little has been done to predict the future petroleum products price trends. Though there is 

substantial amount of some work done on petroleum products prices in Kenya, little attention has been given to 

predicting prices by comparison of different types of models. This study intended to forecast the prices in the near 

future by making a clear comparison of the forecast performance of ARIMA and VAR models. 

[5] tried to analyze the oil price volatility in Nigeria. They mainly employed Generalised Autoregressive 

Conditional Heterodasticity (GARCH) model and checked its variants using every day data, monthly based and 

quarterly based data. Their results showed that the macroeconomic variables considered were all volatile. [2] 

researched on nonlinear time series modeling of diesel prices in Kenya. Their results finally opted for the use of a 

non- linear model which implied   these prices are not stable at all and instead they keep on fluctuating 

unexpectedly. 

In Nigeria, [6] studied inflation rates using annual time series data from 1950 to 2014, and made use of 
ARIMA methodology and discovered that ARIMA (3,1,0) model was the best for this study. 

[7]tried to model and predict the Consumer Price Index in Rwanda using monthly data from 

February,1995 - December, 2015 and employed the ARIMA approach. Getting a model for forecasting Consumer 

Price Index was their main aim as this is significant to the energy sector and the Rwanda’s Central Bank in 

formulating of economic issues. They found that ARIMA (4,1,6) model was the best and that it fits the data well. 

They discovered that the country’s CPI was going to rise up with time.   

[8] modeled inflation rates in Nigeria using the two models ARIMA and GARCH. According to their 

findings ARIMA (1,0,2) was better than other models. Their results showed a rising trend to approximately 17% 

p.a by December 2021 and might be more after a period of six years. 

[9] used ARIMA modeling approach in trying to predict the future production of wheat comparing to the 

growing population in India. The ARIMA (1,1,0) proved to be the better model. It was then used for estimation up 
to ten years of production of wheat in India using previously collected data. It showed an increasing production of 

wheat in the next ten years.  

[10] used past information to come up with ARIMA models and predict future demand in manufacturing 

of food in Morocco. They selected ARIMA (1,0,1) and proved it was useful in both modeling plus estimating the 

demand of food manufacturing in future. 

[11], made an attempt to come up with the statistical models for forecasting petroleum pump prices in 

Kenya. He applied double exponential smoothing tools and ARIMA models. An increasing trend was noted in the 

data and therefore smoothing of the data was necessary. He discovered that double exponential smoothing 

technique was more appropriate than the simple and triple exponential smoothing. By the use of the ARIMA 

(1,1,1) model he estimated the parameters and came up with models for forecasting the petroleum prices. 

[12] were able to carry out modeling of the Nigerian crude oil prices where they managed to apply 

ARIMA Intervention. Their results showed that pre- intervention model was more superior than the ARIMA 
(1,1,1) and post- intervention models.  

[13] found that ARIMA- GARCH hybrid model was suitable for predicting the returns of oil prices over 

a short term. He managed to construct a hybrid model for forecasting oil prices. [14] applied ARIMA in crude oil 

price forecasting. They managed to  

examine the time series and nonlinear feature of the oil prices. According to their results, ARIMA (0,1,4) 

was the most appropriate model for prediction of the oil prices. [15] predicted oil prices based on univariate time 

series models. They compared the performance accuracy of exponential smoothing, Holt Winter’s and ARIMA 

models. They were applied to regular oil prices for WTI crude oil.  

It was shown that the Holt Winter model performed better than the exponential smoothing for a 95% 

confidence interval.  

ARIMA (2,1,2) model yielded the best results. Recently [16 ] proposed an ARIMA-SVR  hybrid model 
which they used to predict or forecast the short-term  Electricity Consumption Transmitted by the internet of 

things. A brief report by [17] focused on analyzing the robustness of ARIMA and Artificial Neural Network 

(ANN) as a predictive model in the forecasting of the crude oil prices. ARIMA showed less errors  hence better 

model. [18] in their recent study, investigated a high- dimensional VAR model in mortality modeling and 

forecasting. They proposed an extension of the sparse VAR (SVAR) model fitted on the log-mortality 

improvements which they named spatially penalized smoothed VAR (SSVAR). 

[19], attempted to apply the ARIMA model in forecasting GDP and CPI in Jordan.  Based on his study, 

ARIMA (3,1,1) emerged the best model for the GDP while ARIMA (1,1,0) was the best for forecasting the CPI.  

Recently [20 ] managed to forecast COVID – 19 confirmed cases in the major Indian cities plus their 

connectedness with mobility and also the weather-related parameters. He was able to use both univariate and 

multivariate time series forecasting techniques, that is 

SARIMA, ARMAX and VAR models to predict the COVID – 19 cases in New Delhi, Mumbai and Bengaluru. 
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III. Methodology 
This study was carried out on petroleum products prices provided by the Energy and Petroleum 

Regulatory Authority (EPRA) of Kenya. It was based on the prices for super, and diesel from January, 2011 to 

December, 2018. The study design applied in this study was time series design. This study was based on prices of 

petroleum products in Kenya which are available from the EPRA website. 

It considered the prices of these products in  

 Mombasa, Nairobi and Kisumu which are the three major cities in Kenya. This was used to represent the country. 

The subjects in this study were the prices of two petroleum products in Kenya. After  

collecting the prices of the two petroleum  

products in the three cities, the data was then 

analyzed using the R software. It was modeled using ARIMA and VAR models.  

 

ARIMA Model 
ARIMA (p,d,q) model is one of the models commonly used in forecasting time series. The three 

integers p, d and q usually refer to the Auto regression (AR), Integrated (I) and Moving Average (MA) parts of a 

given data set respectively. When an ARMA model is differenced, it becomes an ARIMA model. The ARIMA 

model considers previous data of a given variable and decomposes it into the autoregressive process, an 

integrated process which checks stationarity and moving average of the forecast errors. Autoregression process 

expresses a dependent variable in terms of its own previous values. Its applied to a data whose mean, variance 

and the autocorrelation function are   constant over time i.e its stationary. An autoregressive pthorder process 

can be expressed as given below 

 

                                                    

yt represents dependent variable to be predicted at that period t                   are the previous values of 

the variable at previous lags                respectively and   is the constant of the process, φ1 , φ2 , …, 

φp are the parameters that should be estimated and ɛt is the term that contains error and its normal distributed 

i.eɛt N(0,  2). A qth order process of a moving average is defined as yt                     
                  

where the number of lags in the moving average is represented by q and θ1, θ2 …θq are parameters that should be 

estimated. 

To create an ARMA model, we start with an econometric equation with no independent variables i.e      
        then autoregressive and moving average processes are added to it. 

                                                              

                                           is the AR(p) and  

                     is the MA(q) process. 

 

The 
s

 and θsare the respective parameters of the auto regression and moving average processes.  

To estimate the parameters  ,  and , selected models are run as guided by the log likelihood, standard error 

and the obtained values of the AIC (Akaike Information Criteria). Each element of the model will be estimated 

and this will be shown in the results. The parameters that will have the lowest standard error in RMSE, RMSPE 
and MAE are the ones that will be most suitable.  

The estimated model should be checked for adequacy by finding out whether the residuals form a model that 

have normal distribution and its random. Box-Ljung Q statistic is used to check the adequacy. The test statistic Q 

is given by,   

 

 
 

Where r2k (e) = residual autocorrelation, n = no. of residuals, m = no. of time lags.  

If p value associated with Q statistic is small (p ˂   ), the model is inadequate. Then analysis has to be done on new 

models until a satisfactory one is determined. 
VAR Model 

The Vector Auto Regression (VAR) model is used in analyzing of multivariate time series where more than one 

variables are considered.  
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 Let Yt = (y1t, y2t...,ynt) denote an (n x 1) vector of time series variables. 

  A Vector Auto regression model that contains p number of lags will be given by: 

                                                                    

 Ai is an (n x n) co-efficient matrix, 
t

 is an (n x 1) white noise vector process with a mean of zero and m is an 

(n x 1) vector containing the constants. 

A simple VAR with n = 2 and p = 1 is given by 

 
   

   
       

  

  
   

      

      
   

   

   
                             

Each of the variables is given as a linear combination of its lagged values plus those of the others in the group. 

The methods commonly used are Ordinary Least Square Estimator (OLSE) and the Maximum Likelihood 

Estimator (MLE). 

The log likelihood function is expressed as, 
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T represents value for time t = 1, 2 ……... T of the given data, 
t

 is the term for error and     the constant 

variance. 

 

Comparison of models 
The performance of the models is also compared so as to determine which one best forecasts the petroleum prices 

in Kenya. The methods applied here are finding the percentage errors and mean absolute percentage errors 

(MAPE) for the two models.  
 

 
……………………………………….……………………………………… (8) 
 
 

whereby   t represents the forecasted value while yt the exact value, and n are points that have been fitted into 

the model. The analysis was done by means of R statistical software. The data was found to be non-stationary 

and hence differencing was necessary. It became stationary after first order difference. After differencing, 

several ARIMA model combinations were suggested. Log likelihood and AIC was applied to choose the best 
ARIMA candidate model among the models.    

 

The VAR model was used to check the effect of three independent variables on the petroleum prices. These are 

international oil prices, the exchange rate and the inflation rate. An analysis of these products was done and a 

suitable VAR model obtained after parameter estimation. Prediction was made for the next twelve months. 

 

Statistical analysis 

Augumented Dickey Fuller test is applied to check for stationarity in the ARIMA modeling. This is 

through the existence or the absence of unit-root. When the test statistic is greater than ADF critical value, then 

unit root exists and this implies non- stationarity of the given data set. 

 

IV. Result 
Unit Root Test for super and diesel.  

To test for unity, ADF test is applied to all the three products.   

Table 1: shows the outcomes of the ADF tests for stationarity for super and diesel. 

 

Table no.1: ADF tests for stationarity. 
H0: super prices data has unit root vs H1: super prices data doesn’t have unit root. 

             Super     Before  differencing      First order differencing  

    t- Statistics     Probability  t-Statistics     

Probability 

       The ADF  test      -1.2587             0.8825   -4.3004              
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 Critical values for the test                          

                                      

1% 

                                     

5%      

                                    

10% 

 

 

   -4.04 

   -3.45 

   -3.15  

 

 

H0: diesel prices data has unit root vs H1: diesel prices data doesn’t have unit root. 

 

 

From table no. 1 above, all the two tests produced ADF statistics which are more than their respective critical 

values. Since the p- values exceed 0.05, we fail to reject the null hypotheses and conclude that the sets of data 

aren't stationary. 

After carrying out first order differencing, the p-values for the ADF statistics were less at   = 0.01, 0.05 and 0.1 

hence the null hypotheses are now rejected and conclude that the petroleum prices attain stationarity after first 

order differencing. This implies d=1 in the ARIMA (p,d,q) model. ACF graphs suggested several Autoregressive 

Integrated Moving Average models which are given as ARIMA(1,1,0) ARIMA(1,1,1),ARIMA (1,1,2)  and the 
ARIMA(1,1,3) models. After using log likelihood and AIC criterion, ARIMA (1,1,0) emerged better for 

predicting petroleum prices. It had the smallest values of AIC as compared to the other models. Table no.2shows 

results of the four ARIMA combinations. ARIMA (1,1,0) model emerged the most appropriate in predicting the 

prices. 

 

Table no. 2 : Results of ARIMA combinations 

 

 
      Super ARIMA(1,1,0)  

 
ARIMA(1,1,1) 

 
ARIMA(1,1,2) 

 
ARIMA(1,1,3) 

 

   Standard error       13.81      13.69       13.69        13.69 

   Log likelihood      -256.79     -256.38      -256.38       -256.38 

          AIC       519.58      520.76       522.76        524.76 

 

Table no.3 below shows the results of estimation for super and diesel from ARIMA (1,1,0) model. 

It shows the estimation of the parameter coefficients, standard error, log likelihood and the AIC. 
Let  Xt be first order difference  for super time series, then the model for super oil prices will be  given by  

Xt= 0.1512-0.0424Xt-1+ ɛt,where Ꜫt is the error term following mean zero and constant variance.Let Xt be first 

order difference for  diesel time series, then the model for diesel oil prices  will be  given by  Xt = 

0.1432+0.001Xt-1+ɛt    

 

Table no.3: Estimation results for the super and diesel 
Variable Intercept Co-efficient Std 

error 

Std 

error 

Log 

likelihood 

AIC 

 

Variance MAE MAPE 

AR1 AR1 SAR1 

Super 0.1512 -0.0424 0.1033 0.1235 -256.97 519.58 13.81 2.563 0.0802 

Diesel 0.1432 0.0010 0.1023 0.1223 -249.38 504.76 11.80 2.326 0.1309 

 

     

            Diesel   Before  differencing    First  order differencing 

   t-statistics       Probability   t-statistics      Probability 

  The   ADF  test  -0.67969             0.9693   -4.2419             0.01 

 Critical values  for the test 

                                     

1%    

                                      

5% 

                                      

10% 

 

-4.04 

 -3.45 

 -3.15 

 

         Diesel ARIMA(1,1,0) 

 
ARIMA(1,1,1) 

 
ARIMA(1,1,2) 

 
ARIMA(1,1,3) 

 

   Standard error           11.80            11.73           11.52        11.50 

   Log likelihood           -249.38           -249.11          -248.32        -248.24 

           AIC            504            506.22           506.64         508.48 
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 Diagnostic checking 

This is done to check if the data is fitted well by the selected model. The residuals are expected to be randomly 

independent and identically distributed following a normal distribution. Normal Q-Q plots and histograms were 
used for checking normality. Box- Ljung test and ACF were used to check whether the residuals are correlated 

or not. The two figures below show the normal Q-Q plots for residuals of the fitted ARIMA (1,1,0) model. 

 

 

 

 

 

 

 

 

 

Fig: Normal Q-Q plot for super residuals      

Fig.2:Normal Q-Q plot for diesel residuals 

 

 

 

The normal Q-Q plots for all the two products residuals are normal. There are few outliers at the end points. 

Most of the data points lie on the normal line and those not on the line deviate to the similar extent below and 

above the normal line. It can be concluded that with respect to mean and variance, the standard errors are 

roughly constant. This confirms that the residuals are normal distributed. 

 

 
Fig.3: Histogram of super residuals                              Fig.4: Histogram of diesel 

residuals 

 

The histograms above show that the residuals  appear to be  normally distributed since normal curves 

fitted in all the two products and the mean of the distribution seems to be zero.This confirms the residuals for 

ARIMA (1,1,0) are normally distributed. Box-Ljung tests were also conducted to test the autocorrelations in the 

ACF lags and the results shown in the figures below. 

            

 
 

Fig. 5: Box- Ljung test for super                      Fig.6: Box-Ljung test for diesel 
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From the two figures above, the p values for the Box- Ljung test are all over 0.05 which indicates non 

significance. The residuals appear to be uncorrelated at 1% significance level. Hence the model is a good fit and 

we fail to reject the null hypotheses. 

 

 
Fig. 7: ACF plot for super residual 

 
Fig.8: ACF plot for diesel residuals 

 

The ACF plot residuals above also support the view that the residuals are uncorrelated at 1% level of 

significance. There are no significant spikes. The spikes at lag 1 in all the products are as a result of randomness 

in the petroleum products prices. The ARIMA(1,1,0) model is therefore good fit for the two products. 

Forecasting was done for the next twelve months. 

After predicting using the ARIMA(1,1,0) model, it can be observed that the prices of the petroleum 

products are not stable. They keep on fluctuating over time, hence the high volatility. 

 

Table no.4: General trend of forecasted prices for the two products 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

Vector Autoregressive (VAR) Modeling 

Dependent variable in the vector autoregressive modeling was the petroleum prices. It has thee 

independent variables, the international oil prices, exchange rate and inflation rate. These are the main factors 

affecting petroleum prices in Kenya. Table no. 5 below shows a display of the summary for the four variables. 

Let A denote the international oil prices, B denote the exchange rate and C denote the inflation rate. 

 

 

       Month 

Predicted 

Super  price 

Standard         

error                 

Predicted 

Diesel  price 

Standard      

error 

January,2019 109.9522 5.6664 109.5759 5.2167 

February,2019 109.9547 7.1514 109.5752 6.5719 

March,2019 109.9820 8.3838 109.5750 7.6971 

April,2019 109.9655 9.4579 109.5757 8.6782 

May,2019 109.8689 10.4219 109.5804 9.5594 

June,2019 109.7528 11.3041 109.5801 10.3658 

July,2019 109.0924 12.1222 109.5915 11.1139 

August,2019 109.5304 12.8886 109.5854 11.8142 

September,2019 109.5749 13.6118 109.5870 12.4763 

October,2019 109.4732 14.2986 109.5900 13.1045 

November,2019 109.6681 14.9538 109.5894 13.7039 

December,2019 110.1250 13.7159 109.5850 13.4347 
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Table no. 5: Descriptive statistics for the dependent and independent variables 
Statistics Mombasa price Int’l oil prices A Exchange rate B Inflation rate C 

    Mean       102.26      78.01          94.00        7.73 

     SD       10.44      26.53          7.92       3.87 

  Median      105.06     76.05          93.05       6.57 

 Trimmed     102.90     78.64          94.15       7.05 

    Mad       10.96     39.33         12.00        1.78 

 Minimum     77.43     29.78        80.74       3.20 

 Maximum     124.49    117.79       105.38       19.72 

Range     47.06    88.01       24.64       16.52 

 Skew    -0.46   -0.12       -0.04        1.58 

 Kurtosis    -0.83   --1.63      -1.73        1.73 

  SE     1.07    2.71        0.81        0.40 

 Observations      96      96         96         96 

 

Table 5 shows the descriptive statistics for the variables. The large margins between the maximum and 

minimum values of all the series indicate evidence of significant variations of the trend of the series. The 

Mombasa prices, international prices and exchange rate show evidence of negative skewness implying extreme 

left tail. The inflation rate indicate positive skewness which denotes the right tail is extreme.     

 

Stationarity testing 
The three independent variables were not stationary. Differencing was therefore necessary to make them 

stationary. 

 

Unit Root Test 

 To test for unity, ADF test was applied to the three independent variables. 

All the tests produced ADF statistical values which are more than the respective critical values at the various 

levels. The null hypotheses are therefore rejected and conclude that the independent variables are non stationary. 

They become stationary after first order differencing. 

 

Table no. 6:  ADF test results for checking the  stationarity of the three independent variables 

 

 

H0: International prices have unit root vs H1: International prices don’t have unit root. 

 

Ho:  

Ho:Inflation rate rate have unit root vs H1: Inflation rate doesn’t have unit root. 

 

  International     prices     Before  differencing      First order differencing  

    t- Statistics     Probability  t-Statistics      Probability 

    The ADF    Test   -1.7393            0.6842  -4.3719              0.01 

 Critical values for the Test       

                                     

1% 

                                      

5% 

                                     

10% 

                                                                                                       

-4.04                                                    

-3.45 

-3.15 

 

 

Ho: Exchange rate have unit root H1: Exchange rate don’t have unit root 

      Exchange   rate     Before  differencing      First order difference  

    t- statistics    Probability  t-Statistics     Probability 

    The  ADF  Test   -2.2812           0.4603  -5.4120              0.01 

Critical  values for the Test                      

                                     

1% 

                                     

5% 

                                    

10% 

 

-4.04                                        

  -3.45 

  -3.15  

 

 

Exchange   rate     Before  differencing   First order difference  

    t- statistics    Probability  t-Statistics     Probability 

    The  ADF  Test   -3.5543          0.0412  -6.2151             0.01 

Critical  values for the Test                      

                                     

 

-4.04                                        
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Test for cointegration 

This was for checking if there is meaningful relationship between dependent and independent variables. 

Dependent variable is petroleum price in Mombasa while the international price (A), exchange rate (B) and 

inflation rate (C) are the independent variables. The null hypothesis for running the test is no co-integration. 

After using Portmanteau test, the p – value was 0.007063. Since p value is less than 0.05 significance level, the 

null hypothesis is rejected. Therefore, a relationship between the dependent and independent variables exists 
 

Estimation Results 
Maximum Likelihood Estimation method was used in parameter estimation. Dependent variable is the 

petroleum price in Mombasa while the dependent variables are international oil price (A), the exchange rate (B) 

and the inflation rate (C).   The estimated VAR model is;  
Y(t) = ¯52.91+ 0.61Y (t -1)+ 0.35A(t-1) +0.69B(t-1) - 0.27C(t-1). The international oil prices and the exchange rate play 

a very significant role in determining the petroleum product prices in Kenya. 

 

Table no.7: Estimate results for independent and dependent variables using VAR 

 

 

 

 

 

 

Residual std error = 2.623, Adjusted R-squared = 0.9545, Multiple R-squared = 0.9565 

F(4,90) statistic = 494.3  d.f = 90,  p-value < 2.2e-16 

Diagnostic Checking 

After performing a residual diagnostic serial correlation for the residuals, the value of R squared was 95.65% 

which is greater than 5%. This implies nonexistence of serial correlation and this is a good sign. Since the 

kurtosis value is between -2 and +2, the model residuals are normally distributed.  

Normality testing using Jarque- Bera statistic showed that p value was greater than 5% which indicates that our 

VAR model is normally distributed 

 

Forecasting 

Since residuals were normally distributed, the model was used to forecast for the next twelve months. 

Table no. 8 show the VAR forecasted values of the dependent variable. The values indicate that the variable is 

not constant at all. The values keep on fluctuating hence the volatility of the petroleum products prices. It can be 
observed that there is little variation of prices within the year. The forecasted Mombasa oil prices were 

decreasing for the next twelve months. 

 

Table no 8: VAR forecasted Mombasa oil prices 
    Month Forecasted     Lower     Upper         SE 

January,2019    104.4538   99.1600   109.7476    5.2938 

February,2019    100.4685   93.2409   107.6960    7.2275 

  March,2019    98.0572   88.7631   107.3510    9.2941 

 April,2019    96.6357   85.5004   107.7710    11.1352 

  May,2019    95.8233   83.2207   108.4259    12.6025 

 June,2019    95.3756   81.6614   109.0899    13.7142 

 July,2019    95.1381   80.5966   109.6797    14.5415 

 August,2019    95.0152   79.8561   110.1743    15.1591 

September,2019    94.9493   79.3206   110.5779    15.6286 

October,2019    94.9068   78.9106   110.9031     15.9962 

November,2019    94.8696   78.5757   111.1635     16.2939 

December,2019    94.8284   78.2849   111.3718     16.5434 

 

V. Discussion 

The objective of the study was to model petroleum prices in Kenya using ARIMA and VAR model. Once 

constructed, these models are used to predict petroleum products prices in the near future. Prediction was made 

for the next twelve months. The study showed that these prices are non-stationary which implies the non 
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Variable  Estimate Std  error t  value Pr (>(t)) 

Petrol  price     Y(t)   0.60698 0.05186  11.704 < 2e
-16

 

Int’l price (A) 0.34681 0.04083  8.493  3.89e
-13

 

Exchange   rate (B) 0.68513 0.04083 7.727 1.49e
-11 

Inflation  rate (C) -0.27373  0.07710 -3.551 0.000614 

 Constant -52.90637 8.45250 -6.2591 1.29e
-0.8 
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-stability of the prices.  

Table 9 below shows the comparison of ARIMA and VAR models.  

It compares the prediction accuracy of the two models using root mean square error (RMSE), mean absolute 
error (MAE) and mean absolute percentage error (MAPE). 

The VAR model had the least error of 0.9332% mean absolute percentage error.  

 

Table 9: Comparison of ARIMA (1,1,0) and VAR models 
Variable ARIMA (1,1,0) VAR 

Root Mean Square Error 3.696349 2.07 

Mean Absolute Error 2.562906 0.936 

Mean Absolute Percentage Error 2.54307 0.9332 

 

VI. Conclusion 
VAR is a better model for predicting petroleum prices in Kenya compared to the ARIMA (1,1,0) model. The 

international oil prices and the exchange rate have a great effect on the prices of petroleum products in Kenya.  

 

VII. Recommendations 
The general recommendation is that further studies can be undertaken to examine the effectiveness of 

other models like Generalized Autoregressive Conditional Heteroscedasticity (GARCH) and simple exponential 

smoothing in modeling and forecasting of petroleum prices in Kenya. 

These can then be compared with ARIMA and VAR models and determine which one best analyses the 

volatility of the petroleum prices. Research can also be done to establish other factors that influence petroleum 

prices in Kenya. 
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