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Abstract   

This paper analyses method for handling missing data in research. All researchers have faced the problem of 

missing quantitative data at some point in their work. Research informants may decline or forget to answer a 

survey question, as such files are lost, or data are not recorded properly. Given the expenditure of collecting 

data, we cannot afford to start over or wait until we have developed perfect methods of assembling information. 

We find ourselves left with the decision of how to analyze data when we do not have complete information from 

all informants.  Researchers either intentionally or by default in a statistical analysis drop informants who do 

not complete data on the variables of interest. As an alternative to complete-case analysis, researchers may find 

a plausible value for the missing observations, such as using the mean of the observed cases on that variable.   

I will argue that all researchers need to be cautioned when faced with missing data. Methods for analyzing 

missing data require assumptions about the nature of the data and about the reasons for the missing 

observations that are often not acknowledged. When researchers use missing data methods without carefully 
considering the assumptions required of that method, they run the risk of obtaining biased and misleading 

results. Reviewing the stages of data collection, data preparation, data analysis, and interpretation of results 

will highlight the issues that researchers must consider in making a decision about how to handle missing data 

in their work. This paper focuses on commonly used missing data methods: exclusion, simple imputation, and 

model-based imputation.  
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I. Introduction 

In almost any research you perform, there is the potential for missing or incomplete data. Missing data 

can occur for many reasons: participants can fail to respond to questions (legitimately or illegitimately), subjects 

can withdraw from studies before they are completed, and data entry errors can occur. The issue with 

missingness is that nearly all classic and modern statistical techniques assume (or require) complete data and 

most common statistical packages default to the least desirable options for dealing with missing data: deletion 

of the case from the analysis. Most people analyzing quantitative data allow the software to default to 
eliminating important data from their analyses, despite that individual or case potentially having a good deal of 

other data to contribute to the overall analysis. The most common way of handling missing data is called-wise 

deletion i.e. delete case (or rows/list) containing missing values and running a model, and using data set without 

missing values (known as the complete case analysis. What is wrong with deletion? The problems are twofold :( 

1) loss of information (i.e. reduction in statistical power) and (2) potential bias in parameter estimates under 

most circumstances. Whether a data user is an  

Experienced statisticians or business analysts, he or she must be able to assess the prevalence of 

missing data and to identify appropriate methods to address it.   

 
i. Dataset Component  

 Two datasets were used in this research: Dataset – Votes and Dataset – Marketing. The following table is 
showing the component of these datasets.  

 
Dataset: Votes.repub Dataset: Marketing  
Number of non – missing values = 1333 Number of non – missing values = 123208 

Number of missing values =  217 Number of missing values 2694 
Proportional missing values = 0.14 Proportional missing value = 0.02 

Table 1.0: Showing dataset component 
   

When looking at the proportion of missing values in comparison with the portion of missing 
observations there is a great difference, the question one needs to ask when handling missing data, 
should we just delete the missing observations or should one replace them with central tendency. 
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Deleting the observation might not be a good method since doing this can leave us with no data to work 
with. 

A missing observation is considered a row with a least one entry missing, which may indicate a 
large portion of missingness even if there isn’t, whereas missing values would account for every missing 
entry. This, therefore, means that missing values will give a true portion of missingness in a data set. I 
would conclude that missing values is more revealing than missing observation. 
 

Table 2: Central Submatrix for dataset: Marketing. Here the first 5 observations of the submatrix for the 
dataset marketing is provided.  

 
  
 
ii. Correlation of the dataset. 

 
Figure 1.1.Correlation plot for data set: Votes.

 
Figure 1.2.Correlation plot for data set: Marketing.  
   
Figure 1.1, shows that most of the variables are strongly correlated in a positive direction, with only few 
variables that are negatively correlated.  
Figure 1.2, indicated a few variables that are strongly correlated in a negative direction and not much 
variables strongly correlated in the positive direction. It can be concluded that most variables are not 
highly correlated.  
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iii. Frobenius norm of the difference matrix. 
 
Frobenius Norm for data set: Votes   

‖(��) − ���(��)‖  � = 2559.66  
  
Frobenius Norm for data set: Marketing  
                ‖(��) − ���(��)‖  � = 0.42   
The Frobenius norm of the difference matrix for the data set vote is very large in comparison with the 
data set marketing, which implies that there is a significant difference in the covariance of �� relative to 
the covariance of �� for the data set vote. While on the other hand there is a small difference in the 
covariance of �� relative to the covariance of �� for the data set marketing.  
 For data set: Votes  
                                        |(��

�   ��) − ���(��
�   ��)|  =   1.215791e+91  

                 For data set: Marketing.  
                                             |(��

�   ��) − ���(��
�   ��)|  =   5.797325e+57  

 
The difference in the determinant for data set votes and marketing is very large, with dataset vote being a 
larger.  
  
iv. The original data is generated and stored the data matrix X.  

  
  
Vector of different rate of missingness between 0 and 1 

 
 

 
v. Correction Matrix  for   
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Correction Matrix for   

 

 
  
vi. Superposed plots of the relative loss of correlation structure as a function of the rate of 

missingness.   

 
Figure 2.1.Relative Loss vs Missing rate for Multivariate Normal Distribution.  

 
v.         Superposed plots of the relative loss of correlation structure using determinant. 

 

 
Figure 2.2.Relative Loss vs Missing rate for Multivariate Normal Distribution using Determinant. 
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From figure 2.1, it is quite evident that when removing the NAs, the relative loss seems to increase 
significantly when compare to the method of imputing central tendency. When calculating the relative 
loss using the determinant the method of removing NA’s converges to 1 as shown in figure 2.2.  
  
2. Generating  data  from a Multivariate Gaussian as in part 1, but this time with a different mean 
and a different covariance matrix, namely μ = 0 and Use ρ = 0.75.  
 Correction Matrix  for �� =    

  
Correction Matrix for �� =  

  
i The superposed plots of the relative loss of correlation structure as a function of the rate of 
missingness.  

Figure 2.3.Relative Loss vs Missing rate for Multivariate Normal Distribution. 
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ii. Calculating the relative loss in correlation Structure using the determinant.  

 
Figure 2.4.Relative Loss vs Missing rate for Multivariate Normal Distribution, mu=0 using Determinant. 

 
 From figure 2.3, when dealing with a Multivariate Normal distribution with a mean of zero, it is 

evident that the relative loss when using the method of central tendency is very high in comparison to the 
method of removing NA’s, removing NA’s reaches approximately 5% while the method of central 
tendency exceeds 10 %.Here we can say that the method of central tendency does not have any effect as 
shown in figure 2.1, it can be concluded that since � = �. �� the variables will be highly correlated 
making the method of removing NA’s not as significant as shown in figure 2.1.  

When using the difference in determinant to generate the relative loss, the relative loss for the 
technique of removing missing rows quickly converges to 1, the relative loss for the technique of central 
imputation is far from converging to 1.   

Based on figure 2.1, when using the Frobenius Norm to generate the relative loss, the technique 
of removing missing rows relative loss increase significantly in comparison to the technique of imputing 
central tendency except for figure 2.3, which is because of high correlation among the variables the 
method of central imputation wouldn’t have a significant effect as shown in figure 2.1.  
  
Correction Matrix  for �� =    

 
 
 
 
 
 
 
 
  

Correction Matrix for �� =  
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  iii. The superposed plots of the relative loss of correlation structure as a function of the rate of 
missingness. 

 
                       Figure 2.5.Relative Loss vs Missing rate for Multivariate uniform Distribution.  
 
iv Calculating the relative loss in correlation structure using the determinant. 
 

 
      Figure 2.6.Relative Loss vs Missing rate for Multivariate uniform Distribution, using determinant.  
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From the multivariate uniform distribution, when removing missing values from a data set there is a 
significant relative loss in comparison with imputing values(like median, mode or mean).From figure 
2.5,we can see that there is a large gap between relative loss and proportion(relative to sample size)of 
missing values among these two methods. Again when using the determinant the method of deleting 
missing values converges to 1.  
The change in the generating distribution between the multivariate normal (Gaussian) distribution and 
multivariate uniform distribution seems to have minimal change in performance of the loss functions. 
The multivariate normal (Gaussian) distribution and multivariate uniform distribution shown in figure 
2.1 and 2.3 tends to produce the same result when using Frobenius Norm, this is also true when using the 
difference in determinants.  
Imputing measures of central tendency (mean, median and mode) for missing values will result in less 
relative loss in comparison of removing rows of missing values. When using the Frobenius Norm, the 
method of removing NA’s result in a significant relative loss in comparison to imputing central tendency 
but there seems to be an adverse effect when there is a high correlation among the variables.  
When using the differences in the determinants method to analyze relative loss, the relative loss for the 
method of removing NA’s converges quickly to 100%.  
3.) Set σ = 4, then generate the original data and stored in matrix X and the response vector in Y .  
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i. The superposed plots of the PRESS statistic as a function of the rate of missingness. 

Figure 3.1: Press Statistics setting � = � 
 
The Press Statistics, when removing NA’s, the  relative loss appears to decrease significantly as the 
missingness rate increase, the reason for this is because as the portion of missingness increases the 
sample size becomes smaller, therefore resulting in a lower press statistics. However, when the missing 
entries are being imputing using the central tendency the press statistics appears constant and not too 
extreme from the original Press statistics.  
ii. Set σ = 16, then generate the original data and stored in matrix X and the response vector in Y . 
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The superposed plots of the PRESS statistic as a function of the rate of missingness. 

 
Figure 3.1: Press Statistics setting � = ��  

 
As � increases, the scale of press statistics increases. When � = �,the press statistics for the original, 
missingness row deleted and imputation were below 4000, however, as increased � �� �,the press 
statistics increased tremendously to approximately 55000.  
     

II. CONCLUSION 

Although deleting rows with missing entries is a frequent practice by researchers when dealing with 

missing values in data set, this often results in a substantial decrease in the sample size available for the 

analysis, which   leads to unbiased parameter estimates. From this study it can be concluded that when 

removing rows with missing entries, there is a significant difference in relative loss in comparison with the 
technique of central imputation (like mean, median or mode).With the used of generating relative loss using the 

difference in determinants the method of removing rows with missing entries proven to produce a relative loss 

up to 100%. The PRESS statistic can be calculated for a number of candidate model structures for the same 

dataset, with the lowest values of PRESS indicating the best structures. Models that are over-parameterized 

(over-fitted) would tend to give small residuals for observations included in the model-fitting but large residuals 

for observations that are excluded. When calculating the PRESS statistics after removing rows with NA’s, the 

relative loss appears to have decline significantly, one may say that this is a great model. However, this can be 
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justified that this is not a good move  and in fact many statisticians/analysis should desist from this method, the 

reason why the PRESS statistics was shown to be small is because as the rate of missingness increase, the 

sample size becomes smaller therefore resulting in a lower PRESS statistics.   
One point to note is that when variables are highly correlated the used of removing rows with missing 

entries does not have a negative effect, or one may say that the used of central imputation is not of great power.   
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