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Abstract 
A campaign is a series of ads that is aimed to fulfill a purpose, such as generating leads or increasing the 

number of app installs. Machine learning techniques are used in ad campaigning. In machine learning, there 

are many types of algorithms, such as classification algorithm, regression algorithm, clustering algorithm, etc. 

Among the clustering algorithms, K-means algorithm is widely used because it is a simple and fast algorithm. 

Random forest algorithms are used for classification and regression both. In this paper clustering and 

regression both techniques are used for ad campaigning analysis and sales prediction. First, ad groups are 

created using the K-means clustering algorithm then Random Forest Regressor algorithm is used to optimize 

sales conversion and predict future sales. 
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I Introduction 
To raise awareness about the brand among the people, to increase sales or to improve 

communication within a specific market, advertising campaign strategy is used. Several kinds of ways are used 

for advertising campaign but digital marketing is popular way. An online advertising agency is specifically 
focused on digital marketing because it is the best way to aware the people about the product. That's why 

businessman prefers online platforms for advertising campaigns. There are many models available to predict 

future sales for advertising campaigns. Nowadays the Machine Learning model can also be used to predict 

future sales. 

In Machine Learning there are three kinds of learning methods supervised learning, unsupervised 

learning and reinforcement learning. Classification and Regression are part of supervised learning. Clustering 

and Association are part of unsupervised learning. 

Clustering is used to classify the data points into a number of groups and this grouping is based on 

similar traits. Clustering algorithm does not use training data set. In clustering, there is a no labeled data. There 

are many different clustering algorithms such as, Hierarchical clustering, K-means clustering, Mean-Shift 

clustering etc. Among the clustering K-means clustering algorithm is widely use because it is a simple and fast 

algorithm. In K-means clustering Elbow method is used to find the optimal number of clusters. 
Regression is used for the prediction of continuous variables, such as Weather forecasting, Market 

Trends, etc. Regression algorithms are used when there is a relationship between the input variable and the 

output variable. There are some popular Regression algorithms: Linear Regression, Regression Trees and 

Polynomial Regression etc. Random forest regressor produces better results when the large dataset is given. 

Random forest regressor is an ensemble of decision tree. Each tree makes its own individual prediction. 

Then it calculates the average of individual predictions. 

 

II Literature Review 
Balabantaray et al. (2013) analysed two clustering algorithms K-means and K-meloids using the 

refinement clustering method. Both algorithms are trained by a dataset of hundred documents for clustering. For 

this analysis they applied Euclidean and Manhattan methods to calculate distances in the K-mean algorithm. At 

the end, they concluded that the K-means algorithm gave better results than the K-medoids because the clusters 

formed by the K-means algorithm are more efficient than the K-medoids. 

Alsmadi and Alkhami (2015) applied K-means clustering and support vector machine algorithms in a 

large dataset of email for the purpose of folder and subject classification. The model was trained by a large 

dataset of emails. In this paper they first created eight clusters based on the similarity of emails such as 

personal, job, business etc. and then classified the subject and folder. 

Shreyas et al. (2017) predicted the popularity of articles using Random Forest regression model. They 
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also predicted share counts of articles from the low share count and dense band region. Furthermore, they 

calculated R2-score to check the accuracy of model. They compared Random Forest regression model with 

13 other models and concluded that this model gives 88% accurate prediction. 

Syakur et al. (2018) identified the best customer profile group by using the integration of K- means 

clustering and Elbow method. In this model they used Elbow method to determine the value of K and the 

distances between each data point and centroid is calculated by Sum of Squares method. 

Gao et al. (2019) predicted the employee turnover in industries by using Weighted Quadratic Random 
Forest (WQRF) which is based on the traditional random forest algorithm combined with data characteristics. In 

employee turnover dataset, different employees had some similar characteristic, so they divided the model in 

two steps: First the random forest algorithm is used to order the feature according to their importance and 

reduce dimensions. Second, F- measure values are calculated for each decision tree and this value is assigned as 

a weight for each decision tree. They also compared this prediction with the result of random forest and logistic 

regression algorithms. Finally, they concluded WQRF yields significant result. 

Yuan and Yang (2019) studied K-value selection for the K-means clustering algorithm, as well as 

they analyzed four K-value selection methods, namely Elbow Method, Gap Statistic, Silhouette Coefficient and 

Canopy. For this study they used an iris data set and verified the results obtained by four algorithms. Finally, 

concluded that the Elbow method is best for K- value selection. 

 

III Methodology 
The data for the advertising campaign has been collected from Kaggle. In this model impression, click and 

spent are taken as an independent variable to predict total conversion. 

1. Impressions: the number of times the ad was shown. 

2. Clicks: number of clicks on for that ad. 

3. Spent: Amount paid by company xyz to Facebook, to show that ad. 

4. Total conversion: Total number of people who enquired about the product after seeing the ad. 

 

Two different techniques Regression and Clustering are applied for ad campaign. K-means clustering and 

Random Forest regressor algorithms are used for Clustering and Regression. Here, both techniques (algorithms) 

are explained briefly. 

Clustering 

Clustering is a machine learning technique that divides unlabeled data points into groups. Out of many 

clustering algorithms, K-means clustering algorithm is selected. 

K-means algorithm: 

Step-1. Determine the value K; where K represents the number of clusters. 
Step-2. Select K number of centroids (i.e. center of cluster) in such a way that they are as farther as possible 

from each other. 

   
 

 
   

 

   

 

Step-3. Calculate the distance between each data point and the centroid by using Euclidean distance formula. 

          
         

  

Step-4. Assign each data point to that cluster whose center is nearest to that data point. 

     
                  
                         

 

Step-5. The centroid is calculated by taking mean of each data point in cluster. 

               
 

 

   

 

   

 

Step-6. Repeat step-3 to step-5 until any of the following stopping criteria is met- 

 Centre of newly formed clusters do not change 

 Maximum number of iterations are reached 

These two methods can be used to find K in K-means: 

1. The Elbow Method 

2. The Silhouette Method 

Here, Elbow method is applied to find the optimal number of clusters, which is used by Within Cluster Sum of 

Squares concept. 
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Where,                               
  is sum of the square of the distances between each data point and 

centroid within one cluster and the same for the other two clusters. This distance is calculated by using 

Euclidean method. 

 

Regression: 

Regression is a supervised learning technique used when the output variable has a real or constant value, such as 

salary, weight etc. 

 

Random Forest: 

Random Forest (RF) algorithm can be used for classification and regression both. This algorithm is an ensemble 

of decision tree. The prediction of the random forest is based on the collection of the trees. In this paper 
Random Forest regressor is applied to predict the future sales. 

 

 

Random Forest Regressor:  

Step-1. Select the sample randomly from the training data set. 

Step-2. Apply the decision tree algorithm individually on the collected sample. 

Step-3. Calculate the average of the predictions made by the individual decision tress.  

   
 

 
    

 

   

 

                         Where,   = Decision trees in the Random Forest 

                                         = Predictions made by each decision tree  

 

The model is built in two steps. 

Step-1: The ad groups are created using the K-means clustering algorithm and these ads are grouped, based 

on impressions, clicks and spent. 

Step-2: Future sales are predicted using a random forest regressor algorithm. 

 

IV Result and Discussion 
The value of K for K-means clustering is calculated using elbow method as shown in graph 1, where K=3 

represent number of clusters. 

 

Graph 1: Elbow method to calculate K raph 2: Relationship between impression and click 
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Graph 3: Relationship between impression and spent     Graph 4: Relationship between spent and click 

 

The relationship between impression and click is represented by graph 2. There are three clusters 
which are shown in red, blue and green colours. Red cluster interprets that when the ad is shown for a shorter 

period of time, the ad is clicked less often. In similar way, blue and green clusters represent the ad shown for a 

moderate and longer period of time respectively. 

The relationship between impression and spent is represented by graph 3. There are three clusters 

which are shown in red, blue and green colours. Red cluster interprets that when company paid less amount to 

show the ad, the ad is shown for a shorter period of time. In similar way, blue and green clusters represent the 

high and medium amount paid by company respectively. 

The relationship between spent and click is represented by graph 4. There are three clusters which are 

shown in red, blue and green colours. Red cluster interpreted that when company paid fewer amount to show 

the ad, the ad is clicked less often. In similar way, blue and green clusters represent the high and medium 

amount paid by company respectively. 

From these three graphs it can be analyzed that the number of clicks is more when the number of 
impressions and spent is high and the number of clicks is less when the number of impressions and spent is less. 

From this it can be concluded that impression, spent and click are interdependent. Therefore, these three 

parameters i.e. impression, click and spent are taken as independent variables for predicting future sales. 

This model predicts the number of people who enquire about the product after seeing the ad. 80% of 

data is used for training and 20% of data is used for testing purpose. 

The error between actual future sale and predicted future sale is calculated by Mean Absolute Error 

(MAE) method. The Mean Absolute Error is 0.991 and the R-squared value is 0.753 which means the accuracy 

of model is 75.3%. 

 

Table:1 Mean Absolute Error and R-squared 
Random Forest Regressor 

Mean Absolute Error 0.991 

R-squared value 0.753 

 

V Conclusion 

The future sale is predicted by using K-means clustering and Random Forest regressor algorithms. The 

future sale predicted by this model is much closer to the actual sale for the chosen dataset. Hence, the 

integration of two algorithms K-means clustering and Random Forest regressor gives permissive result. 

In future, this type of problems can be solved with other supervised learning techniques. 
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