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Abstract: In this paper, we explore the use of statistical learning approaches to predict drug-target like 

proteins from their primary sequences in order to facilitate the rapid discovery of new potential therapeutic 

targets from the large quantity of sequences in human genome. It was found that the Support Vector Machine 

(SVM) algorithm with a fine-tuned Gaussian kernel was able to make reasonably accurate prediction, which 

showed its potential to be used in the genome scale rapid drug target discovery, as a novel in silico approach 

supplementary to the conventional experimental approaches. 
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I. Introduction : 
Target discovery constitutes one of the main components of today’s early stage pharmaceutical 

research [1,2]. The aim of target discovery is to identify and validate suitable drug targets (i.e. proteins or 

nucleotides to which drug binding produces therapeutic effects) for therapeutic interventions. Only a small 

fraction of proteins are actually targeted by today’s drugs. The discovery of targets that are sufficiently robust to 

yield marketable therapeutics is an enormous challenge. Through the years, many approaches have been used 

with varying degrees of success. These are mainly wet-lab based approaches which require the consumption of 

large amount of money and time. Statistical learning approaches have been applied to find the relationship 

between protein sequences and their functions [3-7], which lead to the hypothesis that the statistical learning 

methods may be equally applicable in prediction of drug-target like proteins, which is an efficient approach to 

pick out candidate targets from the huge number of proteins in the human genome. The establishment of 
therapeutic target database has provided a useful resource for statistical model training. 

 

II. Prediction of drug-target like proteins : 
In order to evaluate different classification and pre-processing techniques, an efficient tool to 

implement different algorithms is needed. The matrix operation support provided by MatLab [8] makes the 

representation of numerical data and implementation of the different algorithms much easier. Therefore, we 

choose MatLab as our platform of computation. With the help of standard MatLab matrix functions and standard 

toolboxes, i.e. statistics toolbox and optimization toolbox, we implemented the algorithms for scaling, PCA, 

decision tree, k-nearest neighbor, and support vector machine. An ICA package for MatLab, FastICA 2.1, was 
used for ICA analysis, which is developed by Jarmo Hurri et.al. [9]. The support vector machine algorithm was 

implemented with a Gaussian kernel, .This is because the Gaussian kernel always 

performs better than others in our previous study of protein function classification [10, 11]. 

 

III. Support vector machine prediction : 
On original data sets, SVMs are trained with the kernel parameter σ scanned in the range of [1...75] 

with an interval of 1, which is the range that empirically gives optimal classification results in protein function 

classification [10]. The measurements concerned, A , F and G , are plotted against σ in Figure 3.1. The best A , 

best F , and best G , as summarized in Table 3.1, are 87.28%, 56.72%, and 72.47% respectively. On scaled data 

sets, the kernel parameter σ is scanned in the range of [0.04..3] with an interval of 0.04. The A , F , and G 

obtained with different σ are plotted in Figure 3.1. The best A , best F , and best G are found in a single SVM 

model with σ = 1.28, which are 89.91%, 68.49%, and 75.63% respectively. These results are better than those of 

the original data sets. 
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Figure 3.1: Support vector machine prediction of drug-target like proteins on original data sets. 

 

Table 3.1: Summary of the SVM performance on original data sets. 

 

Measure 

Optimized 

Kernel Parameter 

σ 

Overall 

Accuracy 

F Value Balanced 

Precision 

Overall 
Accuracy 

27 0.8728 0.5672 0.6350 

F Value 27 0.8728 0.5672 0.6350 

Balanced 

Precision 

50 0.8596 0.6000 0.7247 

 

 
 

Figure 3.2: Support vector machine prediction of drug-target like proteins after PCA dimensionality reduction. 

 

Table 3.2: Summary of the SVM performance on PCA pre-processed data sets. 

 
Measure 

Optimized 
No. of Principal 

Components 
Overall 

Accuracy 
F Value Balanced 

Precision 

Best Overall 
Accuracy 

130 0.8991 0.6849 0.7563 

Best F Value 130 0.8991 0.6849 0.7563 

Best Balanced 
Precision 

50 0.8991 0.6512 0.7730 

 

 
 

Figure 3.3: Support vector machine prediction of drug-target like proteins after ICA dimensionality reduction. 
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Table 3.3: Summary of the SVM performance on ICA pre-processed data sets. 

 
Measure 

Optimized 
No. of Independent 

Components 
Overall 

Accuracy 
F Value Balanced 

Precision 

Best Overall 
Accuracy 

140 0.8772 0.5634 0.7046 

Best F Value 130 0.8509 0.5385 0.6657 

Best Balanced 

Precision 

130 0.8509 0.5385 0.6657 

 

In summary, SVM performance can be improved by the pre-processing of scaling and PCA. Among all the three 

classification techniques explored, SVM classifies our data best. The best A , best F , and best G , if optimized 

individually, can reach 89.91%, 68.49% and 77.30% respectively. 

 

IV. Prediction results and analysis : 
Table 4.1 summarizes the comparison between different statistical learning methods evaluated in this 

work. Overall, SVM gives the best results with the best A , best F , and best G reaching 89.91%, 68.49% and 

77.30% in different SVM models. The accuracy of SVM prediction, if successfully generalized in real-world 

application, is reasonably good to provide valuable information for genome scale target discovery. 

 

Table 4.1: Performance comparison between different statistical methods 

 
Measurement 

Optimized 
Decision Tree K-nearest 

Neighbor 
Support Vector 

Machine 

Best Overall 
Accuracy 

85.09% 83.77% 89.91% 

Best F Value 54.05% 56.84% 68.49% 

Best Balanced 

Precision 

68.40% 75.30% 77.30% 

 

Errors in statistical learning arise for a number of reasons. It is not expected that exhaustive experiments have 

been done to verify whether each known protein is a target or not. Also, the therapeutic targets collected in TTD 
are not complete. This may result in that, with a small possibility, some drug targets are included in the negative 

examples. Although, most of the statistical learning methods are able to deal with a certain level of noise, these 

approaches are generally based on a large number of observations (examples).  

 

V. Conclusion : 
A number of statistical learning methods and pre-processing techniques are investigated for the 

application of drug-target like protein prediction, which includes the learning algorithms of decision tree, k-

nearest neighbor and support vector machine and the pre-processing techniques of scaling, PCA and ICA 

dimensionality reduction. The support vector machine approach gives the best classification results. 
Performance and applicability of the statistical learning methods may be further improved by incorporation of 

new information. Efficiency and accuracy of statistical learning methods in prediction of drug-target like 

proteins can also be enhanced from new progress in learning algorithms, descriptors, and pre-processing 

techniques. 
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