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Abstract: The demand for low power devices is increasing vastly due to the fast growth of battery operated 

applications such as smart phones and other handheld devices. It has become important to control the power 

dissipation throughout the design cycle beginning from the architectural level to final design at hardware level.  

Leakage current is the main factor which contributes to almost or more than 50% of total power dissipation. In 

many new high performance designs, the leakage component of power consumption is comparable to the 

switching component. More than 40% leakage in SRAM memory is due to leakage in transistors. This survey 
paper use the design of SRAM architecture to reduce the leakage current and hence the leakage power. The 

various leakage power reduction techniques have been evolved to tackle the problem and it is still in progress. 

In this paper mainly, there is study of various leakage power reduction techniques with SRAM architecture in 

fabrication Technology.  

Keywords: CMOS, Dynamic Power, Leakage Control Transistor, SRAM, Sub-threshold Leakage Current, 

Threshold Voltage. 

 

I. Introduction 
Static Random Access Memory (SRAM) has played a key role in high performance and low power 

VLSI applications. SRAM is most common choice for embedded-memory CMOS Integrated Circuits (ICs) [1]. 

System speed, power consumption and stability are the main concern for the modern processors. Growing 

demand for  battery  power  handheld  multimedia systems are becoming more and more popular day by day. 

But Complementary Metal oxide Semiconductors (CMOS) technology has continuously scaled down so it has 

been a major thrust to improve the performance and robustness of the memory used in these devices [2]. The 

power-sensitive portable devices also confronted with the need to reduce the dynamic and standby power 

consumption to meet the stringent battery-life requirement [3]. Power consumption of SRAM is important for 

increasing mobile and handheld applications where battery life is key design [4]. There are basically two types 

of power dissipation: 1. Static power 2. Dynamic Power. In active mode of operation, leakage is due to both 

dynamic and static components. In the standby mode of operation, the power dissipation is due to standby 

leakage current. The static power of a CMOS circuit is determined by the leakage current through each 

transistor. Dynamic power consists of switching power, consumed while charging and discharging the loads on 
a device, and internal power (also referred to as short circuit power), consumed internal to the device while it is 

changing  state. The reduction in leakage current can be achieved at both circuit and process-level techniques. 

At the process-level leakage reduction can be achieved by controlling the dimensions length, oxide thickness, 

junction depth and doping profile in the transistors [5].  At the circuit level, threshold voltage and leakage 

current of transistors can be effectively controlled by controlling the voltages of different device terminals 

[drain, source, gate and the body (substrate)].There are various proposed techniques to reduce the leakage 

power. A number of leakage reduction techniques have been proposed in previous works like multiple threshold 

voltage (MT-CMOS) or variable threshold voltage technologies (VT-CMOS), Leakage reduction by using 

dynamic VTH, Scaling supply voltage reduction, Leakage reduction by using Drowsy cache etc. 

The main contribution of the paper is to present a state-of-the-art review of the techniques adopted by 

researchers to reduce the leakage power in CMOS circuits. The rest of the paper is organized as under: 
Leakage mechanism in CMOS transistor is explained in Section II. Detailed survey of leakage 

reduction techniques is presented in Section III. Section IV explains six-transistor SRAM architecture. Leakage 

power reduction technique in SRAM cell is explained in Section V. Finally, the paper is concluded in the 

Section VI. 
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II. Dominant leakage mechanism in CMOS Transistor 
There are four main source of leakage current in a CMOS transistor as shown in fig: 1 and are detailed 

as under: 

 

a. Reverse biased junction leakage (Irev):  The junction leakage occurs from the source or drain to the substrate 

through the reverse biased diodes when a transistor is OFF.  I1 current shown in fig. 1 is the junction 

leakage current due to reverse-biased P-N junction. A reverse-biased P-N junction leakage has two main 

components: one in minority carrier diffusion/drift near the edge of the depletion region, the other is due the 

electron-hole pair generation [6]. The magnitude of the diode leakage current depends on the area of the 

drain diffusion and the leakage current density which is in turn determined by the doping concentration. If 

both the n and p regions are heavily doped, band-to-band tunneling (BTBT) dominates the p-n junction 

leakage [7]. Junction leakage has a very high dependency on the temperature. 
 

 
Fig. 1: Main source of leakage current in MOSFET [5]. 

 

b. Gate induced drain leakage (IGIDL): The gate induced drain leakage (GIDL) is caused by high field effect in 
the drain junction of MOS transistors. I 5 current in fig. 1 [5] represents the leakage current due to gate 

induced drain leakage. For a NMOS transistor with grounded gate and drain potential at VDD, a significant 

band bending in the drain allow electron-hole pair generation through avalanche multiplication and the band 

to band tunneling. A deep depletion condition is created since the holes are rapidly swept out to the 

substrate. At the same time electrons are collected by the drain, resulting in GIDL current. This leakage 

mechanism is made work by high drain to body voltage and high drain to gate voltage. Thinner oxide and 

higher supply voltage increases GIDL current. 

c. Gate direct tunneling leakage (IG): With scaling of the channel length, maintaining good transistor aspect 

ratio by the comparable scaling of the gate oxide thickness, junction depth and depletion depth are 

important for ideal MOS transistor behaviour. With the technology scaling, maintaining good transistor 

aspect ratio has been a challenge. In other words, reduction of the vertical dimensions has been harder than 

that of horizontal dimensions with the silicon oxide gate thickness approaching scaling limits there is now a 
rapid increase in gate direct tunneling leakage current.  FinFET and tri-gate MOS transistors that promise 

better aspect ratio are being explored. 

d. Subthreshold leakage (Isub): The sub threshold leakage is current flowing from drain to source when a 

transistor operated in weak inversion region. Unlike the strong inversion region in which the drift-current 

dominates, the sub threshold conduction is due to the diffusion current of the minority carriers in the 

channel for a MOS device. For instance, in case of an inverter with a low input voltage, the NMOS is 

turned off and the output voltage is high. In this case, although VGS is 0V, there is still a current flowing in 

the channel of the OFF NMOS transistor due to the VDD potential of the VDS. The magnitude of the sub 

threshold current is a function of temperature, supply voltage, device size and the process parameter out of 

which the threshold voltage plays a dominant role [7]. For the current CMOS technologies, the sub 

threshold leakage current, ISUB is much larger than the other leakage current components. This is mainly 
because VT is lower in modern device. 

e. Effect of Channel Length and VTh Rolloff: Due to reduction in channel length the threshold voltage of 

MOSFET decreases. The reduction of threshold voltage with reduction of channel length is known as VTH 

Rolloff [5]. As we know depletion region drain and source are surrounded by depletion regions. In long 

channel devices where drain and source are far apart, the depletion regions have not much effect on the 
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potential profile of the channel. But in case of short channel MOSFET where drain and source are at short 

distance. In this case depletion region near source drain have more effect on potential profile and field 

patterns. As due short channel depletion regions penetrate more and become the part of channel already 
depleted. So in this case gate voltage has to invert less bulk charge to turn a transistor on as a result there is 

more bending in the Si-SiO2 interface in short-channel devices, resulting in less threshold voltage in this 

case. This effect is more severe at high drain bias resulting in more decrease in threshold voltage, hence 

sub-threshold leakage current I3 in fig 1 increases. 

 

III. Survey Of Leakage Power Reduction Technique 
Laxmi Singh et. al. [8] present a new 5T SRAM cell for ultra low-voltage applications. They found 

36% improvement as compared to conventional 6T SRAMs. Moving from 130nm to 65nm technology area 

increased from 71% to 82%. Leakage power was reduced upto 21%. The whole work was done in 65nm 
technology. S. Mutoh [9] present approach, named “sleepy keeper,” which reduces leakage current while saving 

exact logic state. For the most recent CMOS feature sizes (e.g., 90nm and 65nm), leakage power dissipation has 

become an overriding concern for VLSI circuit designers. ITRS reports that leakage power dissipation may 

come to dominate total power consumption. Sleepy keeper uses traditional sleep transistors plus two additional 

transistors – driven by a gate‟s already calculated output to save state during sleep mode. for applications 

spending the vast majority of time in sleep or standby mode while also requiring low area, high performance and 

maintenance of exact logic state, the sleepy keeper approach provides a new weapon in a VLSI designer's. 

Michael Powell et. al. [10] explore an integrated architectural and circuit level approach to reducing leakage 

energy dissipation in instruction caches. Deep-submicron CMOS designs have resulted in large leakage energy 

dissipation in microprocessors. They present gated-Vdd, a circuit-level technique to gate the supply voltage and 

reduce leakage in unused SRAM cells. Their results indicate that gated-Vdd together with a novel resizable 
cache architecture reduces energy-delay by 62% with minimal impact on performance. The ever-increasing 

levels of on-chip integration in the recent decade have enabled phenomenal increases in computer system 

performance. Unfortunately, the performance improvement has been also accompanied by an increase in a 

chip‟s power and energy dissipation. Higher power and energy dissipation require more expensive packaging 

and cooling technology, increase cost, decrease product reliability in all segments of computing market, and 

significantly reduce battery life in portable systems. Chetna et. al. [11] present Dual VTH 5T SRAM cell and 

compared to dual VTH 6T SRAM cell using 180nm CMOS technology. The leakage current for 5T SRAM cell 

was found to be 210mu watt and for 6T SRAM cell was found to be 390mu watt. Write delay for “0” and “1” 

was calculated to be 3.0038e-8ns and 1.53e-8ns respectively for 5T and 3.05e-8ns and 1.51e-8ns respectively 

for 6T. Vikas Nehra et. al.  [2] analyze 8T SRAM in 65nm CMOS technology. They observed the read and write 

stability using N curve and analyzed at different corners. It is observed that write margin is better at FF corner 

than TT corner while noise margin is worse at FF corner and also voltage plays an important role in stability 
measurement. 

 

IV. Six-Transistors SRAM Architecture 

 

 
Fig. 2: Basic 6T SRAM [12] 

 

SRAM is a type of random access memory. A random access memory is one in which the locations in 

the semiconductor memory can be written to or read from in any order, regardless of the last memory location 

that was accessed. The circuit for an SRAM memory cell is shown in Fig. 2. It consists of four transistors   

configured as two cross coupled inverters INV-1 and INV-2 connected in a positive feedback loop is a simple 

latch structure.  In this the circuit has two stable states, and these are the logical "0" and "1" states. The internal 

nodes (Q and QB) of the bitcell contain complementary values. In addition to the four transistors in the basic 
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memory cell, and additional two pass transistors (M1 and M2) are required to control the access to the memory 

cell during the read and write operations also called access transistors [23]. They access transistors (M1 and M2) 

are controlled by wordline (WL) acts as switch between inverter pair and complementary pair of bitlines (BL 
and BLB) also called data-lines.  This makes a total of six transistors and it is called as a 6T memory cell.  

SRAM memory cell operation: The operation of the SRAM memory cell is relatively straightforward. When the 

cell is selected, the value to be written is stored in the cross-coupled flip-flops. The cells are arranged in form of 

matrix, with each cell individually addressable. Most SRAM memories select an entire row of cells at a time, 

and read out the contents of all the cells in the row along the column lines. While it is not necessary to have two 

bit lines, using the signal and its inverse, this in practice improves the noise margins and improves the data 

integrity. The two bit lines are passed to two input ports on a comparator to enable the advantages of the 

differential data mode to be accessed, and the small voltage swings that are present can be more accurately 

detected. Access to the SRAM memory cell is enabled by the Word Line. This controls the two access control 

transistors which control whether the cell should be connected to the bit lines. These two lines are used to 

transfer data for both read and write operations. The read and write operations in a standard 6T SRAM bitcell 
are as follows:  

i.  Read Operation: Due to Read operation data can be accessed from the cell. Conventially to read a bitcell, 

the bitlines (BL and BLB) are precharged to the supply voltage (VDD) and then asserting the wordline (WL), 

enabling to turn on the pass-gate (PG) transistors. During read operation it is assume that internal data 

storage nodes Q and QB are at „0‟ and „1‟ respectively. Rise the WL from „0‟ to „1‟, result, one of the 

bitcell node stores the logic „0‟: that side of the bitcell is discharged through the pass-gate and pull-down 

transistors. If BLB goes to low, then the bitcell holds a logic „1‟ value. If BL goes to low, then the bitcell 

holds the logic „0‟ value. Depending upon whether the bitline BL or BLB is discharged, the bitcell is read 

as a logical „1‟ or „0‟. A sense amplifier converts the differential signal exists on BL and BLB to a logic-

level output. If the potential of the storage node goes over the trip point of the connected invertor, the stored 

data is flipped. For avoiding such data flipping conditions, the drivability of access transistor has to be 

weaker than that of Pull down (PD) transistor and this ratio called β-ratio [23]. In general, the bitcell ratio β 
can be varied from 1.25 to 2.5 depending on the target application and desired static noise margin (SNM). 

ii. Write Operation: The write cycle starts when the BL pair is forced to the differential levels of “1” and “0” 

so this can be written to the corresponding storage nodes. If required to invert the storage data of the same 

cell, the BL pair is inverted from the differential levels compared to the previous one. When WL is made 

active, the pass-gate or access transistor connected to the BL is turned on and the potential of the 

corresponding storage node is lower and it is dependent on the ration of drivability of pass-gate and pull-up 

transistor. This is another SRAM design parameter ratio known as γ-ratio [12]. For a successful write 

operation into the cell, the critical level has to be lower than the trip point of inverter in the storage element. 

iii. Hold Operations: When the world line WL is not active then SRAM cell is in data retention mode. An 

adequate amount of supply voltage (Vdd) is required to make the inverters on. Two cross-coupled inverter 

will make each other strong without any disturbance from BL through pass-gate transistors. As a result the 
SRAM data can hold the full potential difference of (Vdd-Vss). When the Vdd gets lower than a certain 

fixed value, it is known as SRAM data retention voltage (Vhold).   

 

V. Leakage Reduction Techniques in SRAM Cell 
The most efficient techniques used in recent memories are: 

 Leakage current reduction (in active and standby mode) by utilizing multiple threshold voltage 

(MT-CMOS) or variable threshold voltage technologies (VT-CMOS): The replacement of faster 

Low-VTH cells, which consume more leakage power, with slower High-VTH cells, which consume 

less leakage power. Since the High-VTH cells are slower, this swapping only occurs on timing 
paths that have positive slack and thus can be allowed to slow down (Fig. 3). As technologies have 

shrunk, leakage power consumption has grown exponentially, thus requiring more aggressive 

power reduction techniques to be used. Similarly, clock frequency increases have caused dynamic 

power consumption of the devices to outstrip the capacity of the power networks that supply them, 

and this becomes especially acute when high power consumption occurs in very small geometries, 

as this is a power density issue as well as a power consumption issue. 
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Fig. 3: Multi VTH optimization [13] 

 

 Leakage reduction by using dynamic VTH: In this reduction method threshold voltage is changed 

dynamically to adjust the operating state of the circuit. A high threshold voltage in standby mode 

gives low leakage current whereas a low threshold voltage allows for higher current drives in the 

active mode of operation. Dynamic threshold CMOS is achieved by joining the gate and body 

together [14].  The p-n junction diode between source and body should be reverse biased. DTMOS 

can be developed in bulk technologies by using triple wells [15]. This technique is only suitable 

for ultralow voltage less than equal to 0.6V circuits in bulk CMOS. 

 Scaling supply voltage reduction: Supply voltage scaling was originally developed for switching 

power reduction. It is an effective method for switching power reduction because of the quadratic 

dependence of the switching power on the supply voltage. Supply voltage scaling also helps 

reduce leakage power, since the subthreshold leakage due to DIBL decreases as the supply voltage 

is scaled down [51]. For a 1.2-V 0.13µ m technology, it is observed that the supply voltage scaling 

has significant impacts on subthreshold leakage and gate leakage (reductions in the orders of V3 

and, respectively) [13]. To achieve low-power benefits without compromising performance, two 

ways of lowering supply voltage can be employed: static supply scaling and dynamic supply 

scaling.  

 

 
Fig. 4: Schematic of drowsy memory circuit [17]. 

 

 Leakage reduction by using Drowsy cache: By putting the cache into low power drowsy 

mode there is a significant leakage reduction. In drowsy mode, the information is 

preserved. The technique for implementing a drowsy cache is to switch between to 

different supply voltage in each cache line. Due to SCE in deep-submicrometer devices, 

subthreshold leakage current reduces significantly with voltage scaling. So the combine 

effect of reduced leakage and supply voltage gives large reduction in the leakage power. 

The schematic of a SRAM cell connected to voltage controller is shown in fig.4. Here 

PMOS pass-gate switch supplies to voltages one is (VDD) and other is low supply voltage 

(VDDLow). The PMOS pass-gate used are of high VTH. High VTH devices are used as pass 
transistors that connect the internal inverters of the memory cell to the read/write lines 

(N1 and N2). This reduces the leakage through the pass transistors, since the read/write 

lines are maintained in high power mode [17]. 
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VI. Conclusion and Future Directions 
The paper is mainly aimed to give a review of the various steps taken towards the reduction of the 

leakage power for VLSI designs. Memory hardware is very important and mandatory part of all real-time 

processing hardware in the present world of emerging electronic applications. So, a power efficient design is 

always an expectation of fabrication technology from the hardware designers. Growing complexity of mobile 

applications and other latest wireless applications are the features which make the battery power problem more 

challenging further, the existing techniques can be improved in future works in accordance with the day-by-day 

advancing fabrication methodologies to obtain more improved performance of the memories and other 

operational circuits. It may be concluded that the leakage power reduction techniques play an important role in 
reducing the power requirements. Researchers have contributed significantly towards this aim. However, more 

synergetic approaches are required to meet this aim. 
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